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1 Overview
LATam smulates the flow of event datathrough the LAT data acquisition eectronics.

1.1 Goals

LATsm measures event processing throughput, dead times and live times for severd
proposed DAQ hardware architectures while varying the input event rate.  In addition
LATIm aso invedtigates the ranges of severa hardware parametersincluding:

FIFO depths for the calorimeter and tracker data paths.
Bandwidths between interconnection hardware modules.

The key aspects of thismodd are the latencies of the eectronic components and the size
of the event data.

1.2 Tools

1.2.1 DAQEngine

DAQENgine smulates the physica interaction of cosmic rays and gammarays with the
massve materid of the LAT. DAQENgine provides LATSm with the digital values of
the detector read out dectronic lines following an “event”. DAQENgineis thoroughly

described e sawhere.

1.2.2 OMNeT++

OMNet++ is a oftware framework for smulating “ discrete packet events’, written by
Andras Varga®. Discrete event smulators are used widely in the telecomunications and

networking industries to model computer networks, multi- processors and other
digributed systems. LATSm uses OMNeT++ to mode the flow of event data through

the LAT dectronic network.

1.2.3 ROOT
ROOT? isahigh energy physics anaysis tool used for graphing smulation result
histograms.

1.3 General Assumptions

All amulations atempt to modd an physicd phenomenon through the use of smplifying
assumptions— LATam is no different. Knowing what to modd and what to smplify is
difficult to know apriori . The best srategy is careful documention of the modd’s

! OMNeT++ home page: http:/mww.hit.bme hu/phd/vargaalomnetpp.htm
2 ROOT home page: http://root.cern.ch/

Hard copies of this document are for REFERENCE ONLY and should not be considered the latest revision.
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assumptions and simplifications before sarting to trust the smulation results.
The following assumptions gpply to al hardware architectures studied.

DAQENgine provides a reasonable and accurate mode of the phsyica
interactions.

Tthe input event rate is a Poisson process, i.e. the time between successive
events has an exponentid distribution.

Pseudo-random number generators and random seeds are “good enough”

Hard copies of this document are for REFERENCE ONLY and should not be considered the latest revision.
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2 Base Architecture

2.1 Overview

The god of the smulation is to analyze the proposed hardware architetures for the DAQ
system. All the architectures share acommon design for the electronics within atower
model — the differences liein how event data from the TEMs rendevouz and propoggte to
the event processors.

Figure 1 uses color to depict the system components common to al the architectures.
The box labeled Event Builder Architecture Sudy contains the rondevouz and

propogation logic unique to each architecture, i.e. the white box is different for each

hardware design studied.
ACD
QT
Event
Bui | der
| Architecture
GEN T0\8er 8 St udy

Figure 1. Base Architecture

2.2 Components

2.2.1 Generator

Referring to Figure 1, the generator component isalogica ( not aphysica ) component
of the amulation model that sends event data to the other components of the modd. It's
primary duties are:

Cdculate the time between events, modeled as a Poisson process.
Record dead times if any receiving component is unable to handle a new event.

Read DAQENgine events from afile and prepare them for injection into the LAT

Hard copies of this document are for REFERENCE ONLY and should not be considered the latest revision.



Page 8 of 23 LAT Event Simulation

smulation network. For each event it creates an event packet for:
0 The ACD component — See below
0 TheGLT component — See below

o For each tower component ( 16 towers) the generator creates a
caorimeter/trigger packet and a tracker packet — See below.

2.2.2 Anti-coincidence Detector - ACD

The ACD component smply models latency as a congtant, i.e. for every ACD event
packet the ACD component puts the entire system into a*“busy” state which contributes
to the overdl dead time. Thislaent timeis smal compared to other latenciesin the

sysem.
Latency Source Latency (mseconds)
ACD 10

2.2.3 Global Trigger — GLT

The GLT component issmilar to the ACD in that it only models latency and contributes
to the overal system dead time.

Latency Source Latency (mseconds)
GLT 10

2.2.4 Tower Module

Referring to Figure 2 below, the 16 tower modules each receive two event packets from
the generator: a calorimeter/trigger (CAL/TRG) packet and atracker packet. Each data
path begins with a Read Out Electronics (ROE) sub-component, followed by a FIFO sub-
component and terminates in the TEM Event Builder.

The ROE sub-component smply modes latency, Smilar tothe GLT and ACD
components previoudy described. After ddaying the data packet for afinite amount of
time the ROE sub-component transmits the packet to the FIFO sub-component. While
the ROE isin its latent period the entire system experiences dead time.

Hard copies of this document are for REFERENCE ONLY and should not be considered the latest revision.
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E CAL/ TRG CAL/ TRG
" " ROE FI FO
o}
m TEM .
Event
G Bui | der
E
N
Tracker Tr acker
ROE FI FO

Figure 2. Tower Component Detail

The FIFO sub-components store and forward event packets asthe TEM Event Builder
(TEM EB) requests data.

2.2.4.1 CAL/TRG ROE

The incoming CAL/TRG event packet contains data for both the calorimeter and for the
tower trigger. Thetrigger event sizeis modeled as a congtant of 6 32-bit words.

Table 1 shows the calorimeter data structure as alist of 32-bit words.

Header 1
Header 2
Hit 1

Hit n
Table 1. Calorimeter Data Structure

Theszeisgivenin bits by the following formula
CAL Event Size = 32:(2 + totalHits)
Eqn 1

The maximum sze of a CAL/TRG packet is then known since the maximum number of
hitsis 96 ( 8 layers X 121logs). Adding the fixed Sze of the trigger data the maximum

Hard copies of this document are for REFERENCE ONLY and should not be considered the latest revision.
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Szeis416 bytes.

Thelatency of the CAL/TRG ROE is modeled as a constant 22 nsec with contributions
front

Event _1—|
TEM Trigger f—l

Signal Hold _—I l

Range Select +—|
Mux Output stable
ADC Sample, 2.5us | |
ADC Conversion, 7.0us
Read GCFE Range & Log Bitg
Read ADC Bits, 16 @5 MHz
Send Bits to TEM, 92 @20 MH

=

+
» > Mux Switching and
Time to Settling (TBD) 3*200ns +
73%50
Poak' _ 1 Ll T&H Stevrand S0ns

Settling (TBD)

0 3545350 75 14.5 18.75 usec

Figure 3. Caorimeter Latency

2.2.4.2 CAL/TRG FIFO

The CAL/TRG FIFO sub-component stores and forwards event packets coming from the
CAL/TRG ROE sub-component to the TEM EB. The CAL/TRG FIFO sendsits event
datato the TEM EB when the TEM EB is ready and when the complimentary event data
isavailablein the Tracker FIFO.

One of the main purposes of this study isto size the FIFO depths so that dead timeis
minimized while consarving FIFO memory. By running the smulation at different input
event rates and FIFO depths we can analyze the impact on tota system dead time.

2.2.4.3 Tracker ROE

The tracker ROE is the most complicated of dl the tower sysems. A complete
description of the tracker is beyond the scope of this document?, but a description of the
smulation mode is appropriate.

2.2.4.3.1 Tracker model

The tracker consgts of 36 layers ( 18 for X and 18 for Y ) read out by 8 cables. The
layers are further sub-divided into groups of 9 layers with each group serviced by 2
cables (one cable on each end of the layer group) — this gives atotd of 8 cables servicing
4 layer groups. Figure 4 isadiagram of alayer group (9 layers) with two read out cables.

3 CAL Dead Diagram courtesy Calorimeter Peer Design Review Presentation, NRL

* See document TBD for complete tracker details.

Hard copies of this document are for REFERENCE ONLY and should not be considered the latest revision.
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Figure 4. Tracker layer group

22432 GTFE

The GTFEs ae the front-end dlicon detector components, 24 per layer. The GTFE
record the address of the slicon drips hit for each event, i.e. a sngle GTFE can record
multiple hits.

The GTFEs have the capacity to buffer up to four complete events. This buffering is
crucid to the success of the instrument and ismodeled in LATSm.

When an event trigger occurs an active GTFE laches its data for further processng.
Every active GTFE records a least 3 hits of information per trigger, while GTFES with
hits record an additiond 64 bits of information. Therefore the amount of data in a layer is

given by:

Layer Data (bits) = 3>GTFE,,, + 64> GTFE,,

Egqn 2

In addition to the hit information dl the GTFES are wire-OR-ed together to record the
time over threshold (TOT) vdue.

active

22433 GTRC

The GTRCs are the layer read out controllers, 2 per layer. The GTRCs read and package
the data for a layer from the GTFE components. The GTRC records the addresses of the
layer hits and the TOT for the layer. On an event trigger every layer GTRC creates a
structure of 12-bit words asfollows:

Hard copies of this document are for REFERENCE ONLY and should not be considered the latest revision.
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TOT
Figure 5. GTRC Data Structure
From thisit follows the that Sze of the GTRC dataiin hitsis:

GTRC size =123+ totalHits)

Eqn 3

A portion of the tota tracker latency comes from clocking the data over from the GTFES
to the GTRCs — see below.

ASSUMPTION: The GTRCs have the capacity to buffer two complete events for &
layer. The GTBRC <Hects between these buffers when draning the GTRCs  This
buffering and selecting isNOT currently modded in LATSm — see below.

2.2.4.3.4 Event Read Out

Referring to Figure 4 each layer of the tracker conssts of 24 GTFEs with 1 GTRC on
each end. Half of the G'FEs (12) read out to one GTRC and half read out to the other
GTRC (1 bit serid data path). The number 12 may change as GTFES die or connections
between GTFES bregk, e.g. in the event of a broken connection 1 GTRC could service 18
GTFEs while the other one only services 6.

The data cable connects the 9 layer GTRCs to the GTBRC. The GTBRC is connected to
al 8 data cables and round robin sdlects between them as shown in Figure 6. Within a
Layer Group the GTBRC requests event data from each layer GTRC in order ( GTRCO,
GTRC1, GTRC2, €tc..). After assembling the layer event data the GTBRC dores the
datain the Tracker FIFO (review Figure 1 and Figure 2).

Hard copies of this document are for REFERENCE ONLY and should not be considered the latest revision.
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Layer Layer Layer Layer
Group O Group 1 Group 2 Group 3

GTBRC
Round robin selects from the input cables

< -

Tracker FIFO

All paths are 1 bit serial.

Figure 6. Layer Group and GTBRC connections
2.2.4.3.5 Latency Modeling

To avoid having an ovely complex smulaion the modd must be smplified. The
samplifications are chosen so that the modd represents the word-case scenario, i.e. under
normal operaions the insrument will perform better than LATSm.

The mgor components of latency in the Tracker ROE are:

1. Thetimeto move the layer hit data from the GTFESto the GTRC.
Note: Thissep hgppensin pardld for dl layersof dl layer groups.
2. Thetimeto digitizethe layer TOT vadue. Thisoccursin pardld with step 1.

3. The time to move the GTRC daa to the GTBRC. As previoudy noted this is
somewhat complex. Firdt, the GTBRC is required to the read the data from a
cable in layer order. Second, the GTRCs are double buffered meaning the
GTBRC needs to sdect which buffer to read from. Third, in some circumstances
the data move operations are overlapped with the operations from step 1,
reducing the latency.

LATSm modds the Tracker ROE latency as the sum of the larger of step 1 and step 2,
plus the maximum of step 3. In other words the TKR latency is the sum of step 3 plus
which ever is lager, sep 1 or step 2. Congdering the maximums of these latency

Hard copies of this document are for REFERENCE ONLY and should not be considered the latest revision.
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sources frees LATsim from modding the overlapping data move operations of the GTFE,
GTRC and GTBRC. This is reasonable for steps 1 and 2 since the GTFES transmit their
data in padld with the TOT digitization. For sep 3 the resulting maximum latency is
higher than expected for the actud instrument, but it places an upper bound on the
latency and is smple to caculate and understand.

Referring to Fgure 4, the maximum of dep 1 is draightforward to cdculate from the
GTFEs that have hits. The maximum layer data Sze is cdculated usng Egn 2 for each of
the 9 layers of the group. The trander time is the time required to clock the maximum
data sSze from the GTFEs at the globd clock frequency of 20 MHz. Since the data path
is 1 bit wide, this gives a bandwidth of 20Mbit/s.

For a given layer group the maximum latency from step 1 and step 2 is the larger of the
transfer time and the TOT vaue.

Finding the maximum of step 3 reduces to finding the cable that has the maximum data
gze snce the bandwidth is fixed a 20 Mbits/sec. From Egn 3 the data Sze on any cable
isgiven by:
) Ia%er 8 )
Cabledata sze= g 12 ><(3 +totalHits )

layer O
Eqgn 4

Usng a bandwidth of 20Mbit/s and Egn 1 to find the maximum cable data Sze, one
computes the maximum time for the GTRC to GTBRC trandfer.

Smplifications
1. As noted above the GTFEs can clock over while the GTRCs are clocking down.
LATsm does not model this overlapped data move operation.

2. The GTRCs are double buffered — the GTBRC knows how to sdect between the
buffers. LATSm does not modd this.

3. The GTBRC round robin sdlects between the 8 cables, sucking 12 bits from each
cable with data before going to the next -- at this Sep the GTBRC attaches 3 hits of
data (the cable ID) to form 15-bit words. LATsim rounds this up to 16-bit words.

2.2.4.4 Tracker FIFO

The Tracker FIFO sub-component behaves smilarly to the CAL/TRG FFO previoudy
described.

2.2.45 TEM Event Builder - TEM EB

The TEM EB assembles the data from the CAL/TRG FIFO and the Tracker FIFO into a
sngle “event” packet for that tower. Next the TEM EB forwards the packet onto the next
stage of the event pipeline, which depends on the individua hardware architecture

designs. Recdl Figure 1land Figure 2.

Hard copies of this document are for REFERENCE ONLY and should not be considered the latest revision.
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3 Simulation Environment

3.1.1 Input Event Data

The input event data conssts of 1000 chime events generated by DAQENgine. Below are
histograms characterizing the total event deta Size subdivided into Tracker Event Sze,
Calorimeter Event Sze and Total Event Sze. The Total Event Sze isthe sum of the TKR
sze, the CAL size, the GLT sizeand the ACD sze. These sizes represent the total
contribution from al 16 towers of the LAT.

Tracker Event Size |

Min Size: 320 bytes
350 Max Size: 4292 bytes

3
RN RIS RAA REMAN AR LAARR A REL

g’b

Figure 7. Tracker Event Size

Hard copies of this document are for REFERENCE ONLY and should not be considered the latest revision.
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| Calorimeter Event Slze | cal
Ment = 1000
E Mean = 260.7
RMS = 161.0
00— Integ = 1000
Min Size: 128 bytes
400 — Max Size: 1100 bytes
300
200—

100
ollllllllllll ||||I|||I|I|II||I|I|I|||
0 200 400 600 800 1000 1200 1400 1600 1800 2000

bytes
Figure 8. Caorimeter Event Size
|Total Event Slze — CAL/TRG + TKR + GLT + ACD ST
Heni = 1000
- Mezan = 1698
[ BM3 = Be05.6
A _Integ = 1000
Min Size: 968 bytes
400— Max Size: 5092 bytes
300—
1 I el Y | 1 | 1
0 1000 2000 3000 4000 5000 6000 ?ouah hfum
yhes

Figure 9. Total Event Size

Hard copies of this document are for REFERENCE ONLY and should not be considered the latest revision.
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Note the total number of eventsis 1000. The range of the Total Event Szeisabout 1KB
to 5KB with amean of 1.6KB.

Modeing the event generation as a Poisson process |eads to an exponentid digtribution
of theinter-arrival timewith amean of m Theinter-ariva time digtribution is given by,

X
eﬁ

Eqn 5

This study smulated average inter-arriva times of 10 nsec, 50 nrsec and 100 nsec,
corresponding to event rates of 100kHz, 20kHz and 10kHz respectively.

3.1.2 Simulation Model

The base architecture smulation mode is shown in Fgure 1, where the Event Builder
box is dmply an infinite event snk, providing no “back pressuré’ to the front-end
eectronics. This provides a basdine for the smulation study.

In addition every FIFO has infinite depth in order to measure the maximum FIFO depth
required for each run.

3.1.3 Simulation Parameters
The following tables summarize the parameters used in the base smulation.

Global Parameters
System clock 20 MHz
Fixed Message Sizes
GLT per tower message Size 16 32-byte words
ACD per tower message Sze 5 32-byte words
Bit Widths
TKR ROE 8
CAL ROE 0°  Seefootnote

® A bit width of 0 implies “infinite” bandwidth in the simulation. Infinite bandwidth is used for the CAL
ROE because the latency due to the bandwidth is already included in the total fixed latency for the CAL
ROE.

Hard copies of this document are for REFERENCE ONLY and should not be considered the latest revision.
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CAL/TRG FIFO 16
TKR FIFO 16
TEM 16
ACD ROE 1
GLT ROE 1

The bit width is how many 1-bit lines leave a component. The bandwidth leaving the
component is found by multiplying the bit width times the sysem cdock. E.g. the
bandwidth of the TKR FIFO is 16 * 20MHz = 320Mbit/sec.

Fixed Latencies
GLT 10 meec
ACD 10 nmeec
Cdorimeter 22 IMseC

Hard copies of this document are for REFERENCE ONLY and should not be considered the latest revision.
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4 Results

4.1.1 Dead Time

Dead time is measured in two ways — absolute dead time and relative dead time. These
are defined as follows:

Absolutedeadtime | The éagpsed time the instrument remains in a “busy” date, unable
to sarvice an event. E.g. the cdorimeter incurs an absolute dead

time of 22 nsec on every event trigger.

Rdative dead time The percentage of the totd Imulaion run time the ingrument is in
a “busy” date, unable to service events. E.g. the relative dead time
is approximately 30% at an input event rate of 20kHz.

Table 2. Dead time definitions

4.1.1.1 Absolute Dead Time

For al input event rates (ranging from 1Hz to 100kHz) the absolute dead time is 22 nsec.
This is a direct consequence of the CAL latency modd, which is modeled as a congtant of
22 nsec. The dead times of the other systems are hidden by the large latency of the CAL.

Interestingly the input event rate has no effect on the absolute dead time — after an event
trigger the system is dead for 22 nsec, regardiess if more events are pounding on the
indrument during thet time.

4.1.1.2 Relative Dead Time

Figure 10 is a graph of the reative dead time versus input event rate. As shown the
relative dead time increases as the input event rate increases.  This behavior is expected —
a higher event rates more and more of the “inter-arrival” time exponentid didribution
lies below the fixed latency of the CAL, thusincreasing the rdative time.

Hard copies of this document are for REFERENCE ONLY and should not be considered the latest revision.
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| Relative Dead Time |

i 10
Event Rata (kHz)
Figure 10. Relative Dead Time

4.1.2 FIFO Depths

Referring to Figure 2 the base architecture consists of two FIFOs — one for the CAL and
onethe TKR. In addition to these two FIFOs the tracker ROE module contains a FIFO-

like object in its GTFE components with the ability to buffer 4 events. These three FIFOs
are discussed next.

4.1.2.1 Tracker ROE FIFO
As noted in section 2.2.4.3.2 on the GTFE, the front end read out eectronics has the
ability to buffer up to 4 complete events.  In many regards the GTFE buffer functions as a
FIFO and is modeled as such. Figure 11 below is a hisgogram of the population of this
“FIFO-like’ object. The entries in the hisogram correspond to the maximum GTFE

buffer depth of al 16 tower for each event.

Hard copies of this document are for REFERENCE ONLY and should not be considered the latest revision.



LAT Event Simulation Page 21 of 23

| trkROE-MAX-depth FIFO Population | e GTRIAeg
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Figure 11. Tracker ROE FIFO Polulation

Note The X-axis is the GTFE buffer depth in events as the GTFE stores complete
events.  The Y-axis is the input event frequency on a log scale, with 6 entries covering
the range 1kHz to 100kHz. The Z-axis is the number of events, normdized to &
percentageon alog scae.

For the most part the tracker ROE FIFO holds a single event, rardly using the extra buffer
capacity. At ahigh event rate of 50kHz the 4" GTFE buffer is populated at
goproximately the 5% level.

4.1.2.2 Calorimeter FIFO

As noted in section 2.2.4.2 on the CAL/TRG FIFO is a smple “store and forward’
object. Figure 12 below is a histogram of the population of this FIFO object. The X-axis
is the FIFO memory used in bytes. The Y-axis is the input event frequency on a log
scae, with 6 entries covering the range 1kHz to 100kHz. The Z-axis is the number of
events, normalized to a percentage on alog scale.

Hard copies of this document are for REFERENCE ONLY and should not be considered the latest revision.
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| ctFAFO-depth FIFO Population | i dowes_ cAFIFO-depals Jal
Max size: 629 s —

Hosn x = 420
Uean y = 27 62
RS x - 3633
FLS vy = 34.94
Wlog - B0

Figure 12. CAL/TRG FIFO Population

Note the units of the hisgogram ae in bytes. The maximum CAL/TRG event stored in

any single tower is 629 bytes, while the average size is 42 bytes. A 4KB FIFO would be
able to store 6 maximum events or dmost 100 average sized events.

4.1.2.3 Tracker FIFO

As noted in section 2.2.4.4 on the Tracker FIFO is a smple “store and forward” object.
Fgure 13 below is a histogram of the population of this FIFO object. . The X-axis is the
FIFO memory used in bytes. The Y-axis is the input evert frequency on alog scae, with
6 entries covering the range 1kHz to 100kHz. The Z-axis is the number of events,
normalized to a percentage on alog scae.
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Figure 13. Tracker FIFO Population

Note the units of the histogram are in bytes The maximum TKR event dored in any
sngle tower is 1227 bytes, while the average size is 75 bytes. An 8KB FIFO would be
able to store 6 maximum events or over 100 average Sized events.
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