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Abstract The success of the Mobile Web is driven
by the combination of novel Web-based services with
the diffusion of advanced mobile devices that require
personalization, location-awareness and content adap-
tation. The evolutionary trend of the Mobile Web
workload places unprecedented strains on the server
infrastructure of the content provider at the level of
computational and storage capacity, to the extent that
the technological improvements at the server and client
level may be insufficient to face some resource require-
ments of the future Mobile Web scenario. This paper
presents a twofold contribution. We identify some per-
formance bottlenecks that can limit the performance of
future Mobile Web, and we propose and evaluate novel
resource management strategies. They aim to address
computational requirements through a pre-adaptation
of the most popular resources even in the presence of ir-
regular access patterns and short resource lifespan that
will characterize the future Mobile Web. We investigate
a large space of alternative workload scenarios. Our
analysis allows to identify when the proposed resource
management strategies are able to satisfy the compu-
tational requirements of future Mobile Web, and even
some conditions where further research is necessary.
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1 Introduction

The advent of mobility is significantly changing the
Web scenario: a continuously increasing number of
users will produce and require any type of content at
any time, from any location and through any class of de-
vices. According to recent research reports, the mobile
browsing will grow over 900% by 2014 [18]. We should
consider that other major changes are occurring in the
Web in terms of novel forms of traffic and services.
For example, photo and video sharing services (e.g.,
YouTube, Flickr) are causing an explosion of demand
for multimedia content. These trends will determine a
future Mobile Web scenario characterized by a large
amount of heterogeneous contents, mainly consisting of
multimedia resources (e.g., [4, 9, 18]), that will have to
be tailored on-the-fly to user preferences and device ca-
pabilities at the moment of the client request [7, 17, 32].

By exploiting some evolutionary trends [9], we con-
sider the workload characteristics of the next years and
we evaluate whether or not the technological improve-
ments at the server and client level can support the
requirements of future Mobile Web in terms of com-
putational and storage capacity. We identify some pos-
sible bottlenecks of the server infrastructure that are
likely to represent a challenge for the deployment of
future Mobile Web-based services. Performance issues
can be addressed at the architectural and/or data man-
agement level, but in this paper we focus on resource
management strategies for the future Mobile Web. In
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particular, we consider the most expensive operations
that is, adaptation of multimedia resources, and we
exploit offline pre-adaptation strategies on the subset of
the most popular resources. This idea has been applied
in other contexts (e.g., [6, 23]) where, as in the case of
the Mobile Web, resource popularity follows a skewed
Zipf-like distribution [10, 38]. However, the effective-
ness of pre-adaptation strategies strongly depends on
their accuracy in estimating which are the most pop-
ular resources. We should consider that in the future
Mobile Web any estimation about resource popularity
will become a real challenge because of the following
workload characteristics: heterogeneous resource com-
position and size; novel access patterns, including user
upload operations; workload intensity characterized by
different orders of magnitude; short resource lifespan
and fast changes in resource popularity.

The workload dynamics of future Mobile Web make
useless most available mechanisms for resource popu-
larity estimation that are based on quite different work-
load characteristics [25, 29]. For this reason, we propose
a novel class of algorithms that estimates the resource
popularity by adopting different predictive techniques.
Through extensive simulations we determine under
which scenarios and conditions a pre-adaptation based
on predictive algorithms is effective to guarantee ade-
quate performance. We demonstrate that our proposal
represents a promising solution to support future sce-
narios of Mobile Web thanks to the ability of the pre-
dictive algorithms to face highly dynamic characteristics
of future workloads, short resource lifespan, and con-
tinuous upload of novel resources. Our study also iden-
tifies the limits of the proposed pre-adaptation strategy.
When the computational demand is extremely high,
pre-adaptation based on predictive algorithms does not
guarantee satisfactory performance unless the resource
popularity is highly skewed. This limitation opens new
spaces of future investigation, such as the possibility to
integrate other forms of content management strategies
with data and server replication. These extensions are
beyond the scope of this paper.

The remainder of this paper is organized as follows.
Section 2 describes the services for the Mobile Web
of interest for this paper, their expected evolution in
the next future, and the impact of such evolution on
the future server infrastructures. Section 3 considers
resource management strategies based on content pre-
adaptation. Section 4 evaluates the performance of
the proposed solutions. Section 5 discusses the related
work. Section 6 concludes the paper with some remarks
and open issues.

2 Evolution of services and systems

2.1 Services of the Mobile Web

For the analysis of Mobile Web evolution and for the
evaluation of possible system bottlenecks, we consider
two classes of relevant sites [8]: online-news and social-
multimedia sites that will be accessed through mobile
Web-enabled devices. These sites are expected to be
among the most popular and to provide the most chal-
lenging services from a server point of view.

The online-news category includes information por-
tals, such as online newspapers and news broadcasting
sites, that offer online information including events,
stock quotes, and sports results. These sites typically de-
liver news in the form of textual resources and images.
Text accounts for almost 60% of the requests, while
requests for images represent the 35%. Furthermore,
there is a growing tendency to deliver also audio and
video content, although today it is limited to 5% of the
resources (www.stateofthenewsmedia.org/2007).

The social-multimedia category includes sites rep-
resenting a new form of user communication and in-
teractivity that is a qualifying characteristic of the so
called Web 2.0. Typical examples are represented by
forums, blogs and content sharing sites where users ex-
change opinions, stories and files (e.g., MySpace, Flickr,
Youtube). In this category of sites about half of the
resources is textual and half is multimedia as many user
communications involve exchanges of images, audio or
video files [8, 10].

Each user request may involve upload or download
of resources. Users upload novel contents in the form of
comments to news, articles, polls, and even of multime-
dia resources including images and videos. The service
of upload operations is and will remain a network-
bound task especially if we consider mobile users. Con-
tent providers supporting upload services only need to
receive the user supplied information, store it in some
disk cache and then insert it in a database.

Download operations are more heterogeneous and
will remain more critical from the server point of view,
even because much more numerous. They may involve
a simple retrieval of some static files, but also a dy-
namic generation of the content that is becoming quite
common in most Web-based services, up to onerous
operations for the resource adaptation to user prefer-
ences and/or client device capabilities. Downloading a
resource without a dynamic generation or adaptation
will be usually characterized by a service time in the
order of few milliseconds, where the real time depends

http://www.stateofthenewsmedia.org/2007
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on the resource size and on the I/O bandwidth of the
server subsystem. On the other hand, the service time
of a request involving some form of processing depends
heavily on the resource content type, that may be tex-
tual (e.g., HTML) or multimedia (e.g., images, audio,
video). The most common type of textual resource is
dynamically generated on the basis of content stored
in database(s), where page layout, insertion of banners
and proposed links for navigation are derived from
the user profile. The typical service time for the on-
the-fly generation of a textual resource is in the order
of hundreds of milliseconds, while the most expensive
operations, such as data mining techniques to associate
recommendations to specific user preferences, are car-
ried out offline and do not contribute to the service
time [9, 35].

Multimedia content is retrieved from some storage
repository and its service time does not represent an
issue if it has to be delivered as it is. The problems
arise if this multimedia content has to be adapted to
match the characteristics of the mobile devices in terms
of computational power, rendering capabilities and net-
work connection. To this end, we should consider the
expected evolution of the mobile device capabilities.
For example, future mobile devices are expected to
experience an increase in processing power and storage
space that would allow them to consume larger re-
sources and perform some adaptation at the client side.
On the other hand, other characteristics, such as display
size and battery power, are likely to experience minor
improvements. This client technology evolution has a
positive effect on the server side because resources will
not have to be tailored for every type of client device.
Although we can expect that different devices will be
able to consume similar versions of a multimedia re-
source with possible local adjustments, the client evolu-
tion does not avoid the need for server-side adaptation.
Limitations on battery power and wireless bandwidth
prevent transmission of large resources and adaptation
at the client-side only.

Adaptations that are commonly performed on mul-
timedia content involve transformations such as scal-
ing, cropping and color reduction for images [30] or
recoding at a different bit rate for audio and video [9].
Content adaptation may also be driven by specific set-
tings of the user preferences: for example, a color-blind
user may require specific enhancements on images and
videos to match his/her impaired vision [22]. The typi-
cal service time for online adaptation of a multimedia
resource depends on the resource size. It may reach
up to one or more seconds when complex operations

are carried out on audio and video clips of several
megabytes [7, 12]. For download of audio and video
resources, we consider a play-while-downloading ap-
proach, that is gaining popularity over the more tra-
ditional download-and-play approach [21]. In this case
we consider that download and adaptation of the re-
source occur in a chunk-by-chunk way. Furthermore,
we should take into account services related to the
resource upload that determines and will determine
even more the fast popularity changes that reduce the
resource lifespan of the future workload. We refer to
the social-multimedia category of sites, that represents
the major challenge, and we consider that 5% of the
user interactions with the server involve some content
upload [16].

When we refer to the service times of the future
Mobile Web, we should consider the technological
improvements of the server technology in the next
5 years in terms of computational power and storage
capacity. We can assume that no disruptive technology
will appear and that the server CPU will continue
to improve according to the Moore Law that is, the
computational power doubles every 18 months. On
the basis of this assumption, we may expect that the
service times for the future Mobile-based services will
be reduced by a factor of 8 with respect to the current
values. Table 1 outlines current and future service times
for the considered services in the context of Mobile
Web. Although each parameter is supported by some
experimental evidence or some literature result, the
reported data should be interpreted in their order of
magnitude and not as precise values. We recall that the
service time for the generation of a textual resource
includes an interaction with one or multiple databases
and a generation of HTML code (on the basis or not of
some user preferences). The adaptation time for mul-
timedia resource includes the retrieval of the original
resource from some storage device and its adaptation
on the basis of user preferences and/or client device
characteristics.

2.2 Expected trend of the workload characteristics

In this section we present an analysis about the evolu-
tionary trends of the workload of the Mobile Web for
the next 5 years (2009–2014). The analysis is extrapo-
lated from a previous study of the same authors [9],
in which we consider the workload characteristics of
the future Mobile Web in terms of workload compo-
sition and workload intensity. We anticipate that the
5 years trends concerning the workload composition
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Table 1 Service times
(median)

Current value Future value References

Download of a static resource 10 ms 5 ms [9]
Upload of a static resource 20 ms 10 ms [9]
Textual resources generation 220 ms 27.5 ms [9]
Image adaptation 730 ms per MB 91.3 ms per MB [7]
Audio/video adaptation 1054 ms per MB 131.8 ms per MB [12]

are defined rather well in literature, while the assump-
tions regarding the growth of the workload intensity are
less clearly defined, hence we consider a scenario of low
growth and one of high growth.

Table 2 reports the workload composition for the
two classes of online-news and social-multimedia sites
over the next 5 years. We consider the workload mix,
that is the mix of the resource types, and the resource
sizes. The workload mix for both sites will be charac-
terized by an increasing amount of multimedia content,
especially video and audio resources [9, 18]. This trend
implies more adaptation services and a consequent in-
crease of the computational demand.

Besides the increase in the amount of multimedia
resources in future workloads, we must also consider
that the resource size is likely to increase in the next
5 years. We focus our analysis on multimedia resources
because their size affects the computational cost of the
adaptation [12], while the size of textual resources is
not correlated to the costs of content generation. The
median resource size is expected to grow per year of
about 12% for images and 16% for audio and video re-
sources [9]. As regard multimedia video resources, we
should also consider the advent of content in High Defi-
nition (HD) quality. Some popular Web sites belonging
to the online-news and social-multimedia classes, such
as YouTube, Vimeo, CNN, have recently introduced
the support for HD video, and the presence of this type
of resource is likely to grow in the next years as in other
contexts, such as video-on-demand services [13]. We
assume that the percentage of video resource in HD
quality is expected to grow in the next 5 years up to 13%
and 20% for online-news and social-multimedia, re-
spectively. For this reason, for online-news and social-
multimedia Web sites we consider two possible values

for future median size of the video resources, as shown
in Table 2: a lower value for a scenario that does not
consider the presence of HD content and a higher value
that accounts for a percentage of video in HD quality.
Finally, the last row of the table reports the number of
adapted versions of each resource that are necessary
to satisfy the mobile device requirements. The main
difference between the current and the future scenario
is due to the evolution of the mobile devices towards
more powerful devices (see Section 2.1). We should
also consider that for some multimedia resource such as
videos, we could generate only one adapted version of
the content by means of Scalable Video Codecs (SVC
format), from which it is possible to have a suitable
version for any client device [36].

The workload intensity denotes the frequency of
client requests to the Mobile Web sites in a defined
interval, that is typically referred to one second. Deter-
mining the exact evolution of the workload intensity is
not straightforward: while we have information about
the growth of client population [18], no information is
available on the evolution of the user behavior (e.g.,
how many users will actually exploit the features of
their client devices, the duration of their sessions, and
the request frequency of each user), that may con-
tribute to the growth of the workload intensity [9].
We consider three future scenarios for each Web site
category:

– Low growth future scenario
– High growth future scenario
– HD growth future scenario

The low growth scenario follows a more conservative
approach under the assumption of a moderate growth

Table 2 Workload
composition

Online-news class Social-multimedia class References
Current Future Current Future

Percentage of textual resources 60% 49% 54% 41% [9, 37]
Percentage of image resources 35% 38% 38% 40% [21, 37]
Median image size 900 KB 1.6 MB 900 KB 1.6 MB [11]
Median audio size 3 MB 6 MB 3 MB 6 MB [21]
Median video size—no HD 8 MB 17 MB 8 MB 17 MB [21]
Median video size—with HD 8 MB 22 MB 8 MB 26 MB [13]
Number of resource versions 10 1–5 10 1–5 [7, 9]
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of workload intensity for the two Web sites categories,
while the high growth and HD growth scenarios assume
a more challenging increase of the Mobile Web work-
load intensity.

The increments of the workload intensity for the
three considered scenarios are reported in Table 3 and
motivated below. The future low growth scenario for
the online-news sites assumes an increase of 20% per
year of the workload intensity that is mainly related to
the presence of mobile users [18], while traditional Web
accesses are not expected to contribute to a growth
of the workload intensity. For the future high growth
and HD growth scenarios, we consider that the work-
load intensity increases by 35% per year as for the
most popular sites (e.g., CNN, MSNBC, Google News,
Yahoo!—www.stateofthenewsmedia.org/2007). Social-
multimedia sites have achieved a more recent popu-
larity and the number of mobile users accessing these
sites is expected to grow extremely fast in the next
5 years. We assume that for the future high growth and
HD growth scenarios the requests will augment at a
rate of about 55% per year [24, 26]. Other studies are
more conservative and expect a fast increment in the
next 2 years and a stabilization afterwards. This trend is
represented by the future low growth scenario where
the workload intensity is expected to augment about
40% per year.

2.3 Storage technology

It is clear that the future scenarios will place a strain on
the server computational capacity, and it is interesting
to evaluate the impact on storage devices. Here two
opposite forces will emerge.

The requirement for storage space is expected to
grow for two reasons. As pointed out in Section 2.2, we
expect that the resource size can increase up to 16%
per year in the next 5 years. Moreover, the presence of
heterogeneous clients will require multiple versions of
the same resource that may be pre-adapted or cached in
some adapted version. Up to now, a version of each re-
source for every type of client device must be available
and this would cause a severe strain on storage.

On the other hand, the impact on storage will be
reduced by other two factors. Future client devices will

be more powerful in terms of computational and mem-
ory capacity and they will be able to accept a broader
range of contents [9]. This will reduce the number of
adapted versions of each resource to 5 and for some
video resources encoded through SVC even to 1 copy.
Moreover, the technological evolution guarantees a fast
growth of storage space: the disk density has increased
from 60% to 100% every 12 months during the last
decade [20] and we may assume that the storage ca-
pacity will follow the same pattern in the next 5 years.
Even in the hypothesis that the working set of the
Mobile Web will be increased by the combination of
larges multimedia resources stored in multiple versions,
we can easily assume that the storage capacity will not
represent a real issue for the future Mobile Web-based
services. We expect that the working set size explosion
will be limited more by the costs for guaranteeing con-
sistency among multiple versions of each resource than
by technological limits at the level of storage capacity.
These reasons motivate our focus on computational
issues.

2.4 Performance impact of Mobile Web evolution

In order to evaluate whether, and to which extent, the
future server infrastructure can support the evolution
of Mobile Web-based services, we need to consider
the aggregate effects of the workload trends and the
concurrent improvements of the server technology.
The goal is to understand under which conditions the
computational requirements of the future services may
overcome the capabilities of the next generation of
server infrastructures. As we consider future load and
technological scenarios, with heavy-tailed distributions,
interdependency and non-linearity in the system mod-
els (memory, CPU, network), we have to refer to a
simulation study. To this purpose, we use a discrete
event simulator based on the Omnet++ framework [27].

For the experiments, we consider the workload rep-
resented by the current scenario, the low growth, the
high growth and the HD growth future scenarios de-
scribed in Section 2.2 and related Tables 1, 2, and 3.

The content provider system includes a server that
receives and processes requests issued from multiple
mobile clients, a data repository server and a server
for on-the-fly adaptation. Client requests are processed

Table 3 Workload intensity Current Future References
(Low growth) (High/HD growth)

Request rate (Online-news) 12 req/s 30 req/s 64 req/s [9, 18]
Request rate (Social-multimedia) 12 req/s 54 req/s 106 req/s [9, 24, 26]
Upload percentage (on total sessions) 2% 5% 5% [16]

http://www.stateofthenewsmedia.org/2007
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Fig. 1 Expected evolution of the response time and CPU utilization for online-news Web sites

in parallel. After entering the system, each request is
assigned to a thread and a service time is determined
for each required resource. The CPU is shared among
all the active threads through a round-robin CPU
scheduler. The service time accounts for the resource
generation/adaption tasks and depends on the type of
resource: textual, image or audio/video. Table 1 shows
the considered service times for each resource type.

The performance evaluation considers two main
metrics: the response time at the server side and the
CPU utilization during the entire experiment. For tex-
tual and image resources, the response time is the
time elapsed between the arrival of the client request,
the retrieval or generation of the file(s) and the dis-
patch of the last byte of the response flow. Audio and
video resources are delivered through HTTP pseudo-
streaming, hence the response time is measured when
the system ends to serve the first chunk of the resource

(1.5MB represents a common buffer size for media
players supporting HTTP streaming). Even content is
adapted on a chunk-by-chunk basis of 1.5MB. We can
model the play-while-downloading behavior typical of
the widely used HTTP pseudo-streaming [21], but we
should consider that the system continues to work also
on the other chunks that contribute to the server load
even if they are not included in the response times.

Figure 1 shows the cumulative distribution of the
response time for the online-news sites in the four
considered scenarios: current, low growth future, high
growth future and HD growth future. The future sce-
narios have quite different impact on performance. In
the low growth scenario, the more powerful CPU of the
future servers can satisfy a higher number of requests
and can guarantee even a lower response time than
that of the current scenario. On the other hand, in
the high growth and HD growth future scenarios, the
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technological improvements cannot counterbalance the
increase of computational requirements of the Mobile
Web to the extent that the performance can become
really critical. These results are confirmed by the aver-
age CPU utilization that for the high growth and HD
growth future scenarios is close to saturation.

Figure 2 shows analogous results for the social-
multimedia sites. In this case, all future scenarios are
affected by a severe performance degradation. We can
conclude that the on-the-fly adaptation of all contents is
not a feasible alternative to support all future services
for the Mobile Web.

3 Resource management strategies

The analysis of the evolutionary trends of the Mobile
Web evidences severe performance problems for the
future server infrastructures. These issues can be ad-
dressed through architectural solutions that replicate
on a local or a geographical scale the servers and the re-
sources and/or through resource management solutions
that aim to reduce the service time experienced by each
client request. This paper is focused on the latter alter-
native, although it should be clear that architectural and
management approaches can be combined.

3.1 Pre-adaptation strategies

There is a wide space of possible resource manage-
ment solutions, ranging from on-the-fly adaptation of
every requested resource to offline pre-adaptation of
all resource versions. In this paper, we focus on a
resource management strategy based on an offline
pre-adaptation of a “suitable” subset of the resource
working set. The choice of this resource management
strategy is motivated below, but it is important to evi-
dence the research challenge related to the identifica-
tion of the “suitable” subset in the context of future
Mobile Web scenarios. Wrong decisions may cause
waste of computational and storage resources, while
right choices can half the response times.

Let us distinguish textual from multimedia resources.
The generation of personalized textual resources is not
critical for performance because the most computation-
ally expensive tasks, such as data mining to gather user
preferences, are carried out offline. Hence, if we want
to reduce the computational cost of the Mobile Web-
based services, we should avoid whenever possible on-
the-fly adaptation of multimedia resources that are the
most expensive operations.

A straightforward solution is to pre-adapt offline
all multimedia resources for any class of device/
connection. This approach is theoretically feasible from
the point of view of the storage investment (see
Section 2.3). Moreover, for some resources the adop-
tion of techniques such as Scalable Video Codecs
(SVC) would further reduce the storage requirement
because every adapted version can be stored in one file.
However, an offline adaptation of every multimedia
content is unfeasible because it would impose a compu-
tational load similar to an on-the-fly adaptation due to
the continuous upload of new resources that is typical
of Mobile Web. Even the use of SVC cannot address
this issue because original content is seldom available
in an SVC format, hence an effort of pre-adaptation is
required whenever a resource is added. Furthermore,
a complete offline content adaptation would be not
convenient due to consistency issues in a volatile con-
text. Indeed, the increase of the working set size that is
expected in the next future [4, 10] would require pre-
adaptation for a huge amount of resources for online-
news and social-multimedia workloads that are highly
volatile. The resources, that may be uploaded at any
time even by the users, are typically characterized by a
short lifespan because they usually concern real-world
events or popular hot topics for which the user interest
rapidly subsides, thus determining sudden but short
popularity surges. When multiple versions of each con-
tent are generated, or when the resources are replicated
across a distributed infrastructure, the costs to maintain
consistency among the pre-adapted content increases,
up to the point where the cost of pre-adaptation and
consistency enforcement overweight the benefits.

In this paper, we suggest an approach alternative to a
total pre-adaptation, where this strategy is applied only
to a limited subset of the working set, that is that cor-
responding to the most popular multimedia resources.
The motivation for this proposal lies in the popularity
of multimedia resources that is characterized by a Zipf-
like distribution, with a skewness that is expected to be
even higher in the Mobile Web than in the traditional
Web [10, 38]: while the Zipf α parameter of the popu-
larity distribution is in the range between 0.68 and 0.84
for the traditional Web, it appears to be between 0.84
and 1 for the Mobile Web. These characteristics allow
a system for Mobile Web-based services to satisfy a
high number of requests by pre-generating only a small
fraction of popular resources. However, to identify the
resources that will receive more requests in the near
future is an open challenge especially in the context
of the Mobile Web workload that is characterized by
high volatility, download and upload of content, short
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resource lifespan and sudden popularity peaks. The
proposed resource management strategy relies on algo-
rithms for resource popularity estimation that explicitly
addresses the challenges related to the future Mobile
Web workload.

3.2 Problem model

The identification of the most popular resources de-
pends on the ability to predict the future accesses to
each resource by means of information available at the
server side.

We consider that resource pre-adaptation is a pe-
riodic task with period �t that relies on a run-time
evaluation of resource popularity. Let R(t) be the work-
ing set of resources that can be required at time t.
The goal of the algorithms for the identification of the
most popular resources is to identify the subset PR(t)
containing the resources that are expected to receive
the highest number of accesses in the future interval
[t, t + �t]. A typical algorithm estimates the popularity
pr(t) for each resource r ∈ R(t) in terms of number of
expected accesses in the future interval [t, t + �t]. Next,
the resources are sorted according to their popularity
pr(t) to determine the set PR(t) of the most popular
resources at the time t.

The problem of resource popularity estimation in the
context of the Mobile Web requires novel algorithms
that are able to address the issues of future workload
characteristics. In particular, the set of the most popular
resources will change quickly due to a twofold reason.
On one hand, resources are likely to be frequently
requested just in a short span of time, after which fewer
people will access them [10]. This short lifespan leads
to changes in the resource popularity during the period
[t, t + �t]. On the other hand, the continuous upload
of newly generated resources in the period [t, t + �t]
determines a growth of the whole working set such
that R(t) ⊂ R(t + �t). Consequently, it is necessary to
identify a new set of popular resources PR(t + �t).
In this context, an algorithm for resource popularity
estimation that is based on a simple observation of the
aggregate number of accesses in a past interval [25, 29]
does not offer a sufficiently reactive mechanism to de-
tect sudden popularity changes. This motivates our pro-
posal of predictive models that use information about
the past accesses not only as a plain information but
through some simple statistical elaboration.

Our algorithms exploit a model of the past accesses
to each resource r based on time series that capture
access pattern variations occurring at different time
points. For example, let us consider the time series
Dr = {dr

t , dr
t−�t, . . . , dr

t−(n−1)�t}, where dr
t is the number

of accesses to the resource r in the current time interval
[t − �t, t], dr

t−�t is the number of accesses in the interval
[t − 2�t, t − �t], and so on until dr

t−(n−1)�t that is the last
element of the time series. The predictive algorithms
use the time series Dr to forecast the number of ac-
cesses d̂r

t+�t in the future time interval. The expected
number of accesses d̂r

t+�t is used as the popularity met-
ric for the resource r, that is pr(t).

3.3 Algorithms for the identification of the most
popular resources

3.3.1 Predictive-EWMA algorithm

The Predictive-EWMA algorithm is a novel proposal
that aims to estimate the number of accesses in the next
future as a mean to identify the subset PR(t).

We first consider that prediction is based on the
Exponential Weighted Moving Average (EWMA)
model [31]. This algorithm applies weighting factors
that decrease exponentially for older data points, thus
giving more importance to recent observations while
still not discarding older observations. For each re-
source r, the prediction of the future value of the
number of accesses is given by:

pr(t) = d̂r
t+�t = γ d̂r

t + (1 − γ )dr
t

The considered algorithm begins with γ = 2
n+1 ,

where n + 1 is the length of the time series, which
represents a typical choice for EWMA-based predic-
tion. This algorithm is characterized by a low com-
putational cost for prediction, that is an important
feature for run-time contexts and huge numbers of
resources. Furthermore, the adopted predictive tech-
nique is suitable for the Mobile Web, characterized by
highly variable and dynamic scenarios, due to the great
simplicity in the parameters’ choice and robustness with
respect to workload characteristics, oppositely to other
approaches that may require long training time (e.g.,
neural networks [34]) or complex parametrization (e.g.,
Kalman filters and ARIMA models [3]).

We carried out some preliminary experiments on
typical access patterns of Mobile Web-based services,
characterized by popularity surges and burst of re-
quests, with the aim of determining which is the min-
imum number n of values in the time series that is
necessary to consider for our prediction. Figure 3 shows
how the autocorrelation of the time series values varies
for different n. From the histogram we observe that
a time series of 10 or more elements (that is, n ≥
10) guarantees a high auto-correlation (> 0.8) for a
representative experimental scenario, while using less
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values does not guarantee sufficient correlation and
predictions risk to be less accurate.

3.3.2 Predictive linear regression algorithm

The Predictive Linear Regression algorithm
(Predictive-LR) estimates the number of accesses
in the future by considering just the last value of the
time series, as following [2]:

pr(t) = d̂r
t+�t = αr

t dr
t + βr

t , (1)

where the coefficients αr
t and βr

t are dynamically chosen
with the goal of minimizing the mean quadratic devia-
tion over the time series Dr, that is:

t−(n−1)�t∑

τ=t

[d̂r
τ − dr

τ ]2 (2)

The simplicity of the Predictive-LR algorithm guar-
antees a low computational cost. Its prediction quality
is good when the data set is subject to long- or medium-
term variations. On the other hand, when the data set is
characterized by very short-term variations, this model
tends to overestimate the changes of the time series
with a possible degradation of the prediction quality.

3.3.3 Traditional algorithm

For the sake of comparing the performance of the novel
predictive algorithms with other popular solutions,
we consider an example of Traditional algorithm that
estimates the resource popularity on the basis of past
values of Dr with no elaboration. This approach is
consistent with current techniques for resource man-
agement where the resource popularity is determined
on the basis of metrics such as absolute number, fre-

quency, or freshness of past accesses [25, 29]. Although
the exact policies for estimating the resource popu-
larity in modern Internet-based services are industrial
secrets, many algorithms appear to rely on the number
of accesses received by the resources. For example,
the Flickr Web site rates the resource popularity on
the basis of how many times an image is viewed or
commented.

The considered Traditional algorithm evaluates the
popularity of a resource as the request frequency that
is computed over the time interval since the previous
pre-adaptation step [25], that is:

pr(t) = dr(t) (3)

Unlike the two proposed predictive algorithms, the
estimation of the popularity follows a short memory
approach that does not consider the whole resource
history. It has the advantage of identifying the recently
uploaded resources that are rapidly gaining popular-
ity. As a consequence, it guarantees a fair comparison
especially in a context of highly dynamic workload
and short resource lifespan characterizing the future
Mobile Web. On the other hand, the lack of historical
information about the past accesses may lead to an
over-reaction that hinders the efficacy of this algorithm.

3.3.4 Ideal algorithm

We consider also an Ideal algorithm that exploits a
perfect knowledge of the resource popularity distribu-
tion. Resource popularity is modeled at the client-side
and follows a Zipf distribution. Every time the Ideal
algorithm is invoked, it collects information about the
top ranked resources from the client model and uses
this information to build the list of the most popular re-
sources. Since the algorithm accesses the same informa-
tion that are used by the clients to issue their requests, it
achieves the best performance and represents an ideal
bound for every other algorithm. The Ideal algorithm is
used only as a comparison, and cannot be applied in a
real system because it exploits knowledge of data that
are not really available at the server side.

3.4 Resource management operations
for the Mobile Web

We now describe how client requests are serviced and
how the popularity estimation algorithm is integrated
with the resource management scheme.

Figure 4 outlines the main operations that are carried
out by the server infrastructure supporting the Mobile
Web. Some tasks, such as the management of client
requests and on-the-fly resource adaptation, are carried
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Fig. 4 Mobile Web-based
service management through
resource pre-generation
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out as a response to client interaction, while other
tasks, such as resource pre-adaptation and popularity
estimation, occur offline.

When a server of the content provider receives a
client request for a resource r in the time interval
[t, t + �t] (Step 1 in Fig. 4), two possible cases may
occur (identified by the letters a and b).

In the a case, we consider that the requested resource
does not belong to the set of popular resources (r �∈
PR(t)): after receiving the request, the client request
management task must interact with a content adapter
(step 2a) in order to generate on-the-fly the resource
version that matches the client requirements. The con-
tent adapter accesses the repository of the original re-
sources (Step 3a) to retrieve the content to be adapted.

In the b case, we suppose that the client request
refers to a popular resource (r ∈ PR(t)). In this in-
stance, the resource has already been pre-adapted: af-
ter receiving the client request, the management task
consults the list of popular resources and determines
that no on-the-fly operation is to be carried out. The
available version of the resource is retrieved from the
data storage and sent to the client (Step 2b).

In both instances, the client requests are stored in
a request log file that is used for subsequent analyses
on the resource popularity (Step 4). To this purpose,
a periodic job with period �t coordinates the oper-
ations related to the pre-adaptation of the resources
that are expected to become the most popular. In our
proposal we consider that the periodic job occurs every
20–30 min, to guarantee fast response to the changes
in the workload characteristics. In order to pre-adapt
popular resources, the system collects the access logs
from every server and feeds the information to the
popularity estimation task (Step 5 in Fig. 4—the solid
lines represents interactions occurring as a response

to a client request, while the dashed lines represent
interactions occurring periodically and asynchronously
with respect to client request-reply). The algorithms
described in Section 3.3 are used to estimate the fu-
ture popularity of each resource. The result is a list
of popular resources (Step 6) that is passed to the
offline content adaptation task. To this aim, the content
adapter retrieves the original versions of the expected
popular resources (Step 7), pre-adapt asynchronously
the resource versions and save them in the repository
of pre-adapted resources (Step 8). The new set of
pre-adapted resources is used as a cache to serve the
successive client requests.

4 Experimental results

In this section we evaluate to which extent and for
which scenarios the proposed strategies for resource
management may give a valid support to the future
Mobile Web-based services. All considered resource
management strategies have been implemented in the
simulator described in Section 2.4 and evaluated in the
context of future workloads and technological scenar-
ios. The resource management task is represented by
a periodic job (�t = 20 min) that evaluates the sets
of the most popular resources PR(t), pre-adapts and
caches six versions (five adapted plus the original) of
these resources, or a single SVC version of the content.
Requests for these resources are directly served by
the cache server; the other requests may involve, if
necessary, on-the-fly adaptation. Each simulation lasts
for 10 h of simulated time, and the performance results
are averaged over 10 runs.

We consider a large space of alternatives represented
by various workload scenarios, different resource
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popularity distributions and different percentages of
the working set resources that can be pre-adapted. The
six scenarios are derived from the combination of two
categories of Web sites (that is, future online-news
and social-multimedia), and three workload evolutions
(that is, low growth, high growth and HD growth).
The resource popularity is denoted by the α parame-
ter of the Zipf distribution. The analysis with respect
to different Zipf α parameters is important because
the efficacy of pre-adaptation is highly affected by
the skewness of the popularity distribution. Even if
recent studies suggest that α ∈ [0.84, 1] for the Mobile
Web [10, 38], we prefer to consider a broader range of
values, that is α ∈ [0.4, 1], to analyze the entire space
of feasible application of the proposed strategies. The
percentage of popular resources in the working set to
be pre-adapted may range from 5% to 35%.

4.1 Performance of the algorithms

The first analysis evaluates the efficacy of the al-
gorithms for the identification of the most popular
resources. To this purpose, we evaluate the set of pop-
ular resources identified by the Traditional, Predictive-
EWMA and Predictive-LR algorithms with respect to
the set identified by the Ideal algorithm. The efficacy
is measured as the percentage of resources that are
correctly identified by each algorithm as belonging to
the set of popular resources. We carried out several

experiments where the set of popular resources ranges
between 5% and 35% of the working set. The Ideal
algorithm identifies different sets of resources for dif-
ferent workload scenarios and parameters. However,
it is interesting to observe that all algorithms show
quite stable results with respect to the set of popular
resources identified by the Ideal algorithm. We report
some representative results in Table 4: the set of pop-
ular resources corresponds to 15% of the working set,
and α ∈ {0.68, 0.84, 1}, as shown in recent studies [10,
15, 19].

For any scenario, the Predictive algorithms outper-
form the Traditional solution: the amount of popular
resources correctly identified by the Predictive-EWMA
and Predictive-LR algorithms ranges between 80% and
85%, with the EWMA solution obtaining a slight gain
over the LR alternative. On the other hand, the Tra-
ditional algorithm does not reach 70%. This result is
important because higher percentages will allow the
system to deliver more adapted resources from the
cache server without the need of computationally ex-
pensive on-the-fly adaptations.

4.2 Overall system performance

We now evaluate the impact of the Traditional, Predic-
tive and Ideal algorithms on the performance of the
overall system for Mobile Web-based services. As per-
formance measure, we consider the server response

Table 4 Efficacy of the
algorithms for the
identification of the most
popular resources

Experimental setup Popular resource identified with respect
to the set of the ideal algorithm

Category of Workload Zipf α Traditional Predictive Predictive
web site intensity parameter EWMA LR

Online-news Low growth 0.68 68% 85% 82%
Online-news Low growth 0.84 69% 84% 82%
Online-news Low growth 1.00 69% 85% 83%
Online-news High growth 0.68 68% 81% 80%
Online-news High growth 0.84 69% 82% 80%
Online-news High growth 1.00 66% 83% 81%
Online-news HD growth 0.68 69% 80% 80%
Online-news HD growth 0.84 68% 81% 80%
Online-news HD growth 1.00 66% 82% 81%
Social-multimedia Low growth 0.68 68% 82% 80%
Social-multimedia Low growth 0.84 68% 82% 81%
Social-multimedia Low growth 1.00 69% 85% 83%
Social-multimedia High growth 0.68 67% 83% 81%
Social-multimedia High growth 0.84 66% 83% 81%
Social-multimedia High growth 1.00 65% 84% 82%
Social-multimedia HD growth 0.68 67% 83% 81%
Social-multimedia HD growth 0.84 67% 84% 81%
Social-multimedia HD growth 1.00 66% 85% 82%
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time for various sites and workload scenarios, as de-
fined in Section 2.4. In particular, we focus on the 90-
percentile of response time, that is a more significant
metric than average values when heavy tailed distribu-
tion are involved, such in the case of Mobile Web. Due
to the large space of alternatives, we present the most
representative results aiming to identify the conditions
where the pre-adaptation and predictive algorithms
may provide a significant performance gain.

We initially consider the less challenging scenarios
in terms of computational load. In these instances, the
results are similar for any future scenario related to
the online-news sites and for the low growth future
scenario related to social-multimedia sites. In Fig. 5 we
report only the results referred to the online-news high
growth scenario as a representative case of workload
characterized by a low computational demand.

Figure 5a represents the 90-percentile of response
time as a function of the amount of pre-adapted
resources for α = 1. This figure shows that a pre-
generation between 5% and 10% of the working set is
sufficient to improve performance and to avoid system
overload. Furthermore, the close curves related to the
considered algorithms show that any pre-adaptation
strategy can manage these kinds of scenarios. If we con-
sider the sensitivity to the resource popularity skewness
in Fig. 5b, we observe that, for every value of the Zipf
parameter α in the range [0.4, 1], even a small amount
of pre-adaptation (10% in the figure) is sufficient to
guarantee good performance. These results are moti-
vated by the low computational demand caused by the
these workload scenarios on the system.

A more demanding scenario from a computational
point of view is represented by social-multimedia
sites with a high growth scenario. In this case the

choice of which fraction of the working set must be
pre-adapted, and the algorithm to estimate the re-
source popularity have a significant impact on system
performance.

Figure 6a shows the performance of pre-adaptation
in the social-multimedia high growth scenario for dif-
ferent percentages of pre-adapted resources. We ob-
serve that pre-adapting a large fraction of the working
set (that is, 25%–35%) allows the system to achieve
low response times for any algorithm. Furthermore,
the low response time is achieved for a wide range of
resource popularity skewness. In particular, if we pre-
generate 35% of the working set, the 90-percentile of
response time remains below 10 seconds for any value
of α ≥ 0.6. However, due to the inherent dynamic na-
ture of future Mobile Web scenarios, a large amount of
pre-adaptation is likely to introduce consistency issues
when multiple versions of the same content are created
or when the content is replicated in more servers. On
the other hand, if pre-adaptation is applied to a small
fraction of the working set (that is, below 5%), most al-
gorithms cannot guarantee adequate performance even
for α = 1.

For pre-adaptation in the range from 10% to 20%
the efficacy of the algorithm to identify popular re-
sources plays a fundamental role. If we compare the
Traditional algorithm with the Predictive alternatives
in Fig. 6a, we observe a performance gain from 20%
to 29% when the amount of pre-adaptation ranges
between 10% and 20%. Furthermore, if we compare
the Predictive-EWMA and the Predictive-LR algo-
rithms we observe very similar performance, with the
Predictive-EWMA outperforming the LR alternative
by less than 7% considering the 90-percentile of the
response time. This confirms that the approach of using
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Fig. 6 Analysis of social-multimedia high growth scenario (a, b)

past access history to predict resource popularity is
effective and scarcely dependent on the specific predic-
tion algorithm.

Although the Predictive algorithms outperform the
Traditional algorithm, their response time is signifi-
cantly higher than that achieved by the Ideal algorithm.
We can conclude that in this scenario there is space
for proposing novel algorithms for popular resource
identification.

Due to the dependency of the response time on the
resource popularity skewness, we consider important to
evaluate the impact of the Zipf α parameter on the effi-
cacy of the pre-adaptation strategies. Figure 6b shows
the 90-percentile of the response time for the con-
sidered algorithms when pre-adaptation is set to 20%
and α ranges between 0.4 and 1. We observe a perfor-
mance degradation for every algorithm as α decreases.

This result suggests that as the resource popularity
becomes less skewed, the same level of performance
may be achieved only by increasing the amount of pre-
generation or by adopting more effective algorithms.

Finally, Fig. 7a shows the 90-percentile of the re-
sponse times for the considered algorithms in the most
computationally demanding scenario that is, social-
multimedia HD growth for α = 1. This figure shows
that the Traditional algorithm is affected by poor re-
sults unless the amount of pre-adaptation is close to
35%. On the other hand, the Predictive-EWMA and
Predictive-LR algorithms can still provide adequate
performance with an amount of pre-adaptation close
to 25%. In Fig. 7b we show the results as a function
of less skewed popularity distributions. The efficacy
of the proposed content management strategy is re-
ally critical in these instances. For example, when α <
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0.84, the system performance is unacceptable even for
the Predictive and Ideal algorithms, hence the only
alternative is to increase the amount of pre-adapted
resources. On the positive hand, we can consider that
the presence of High Definition content is likely to be
related to video resources even for the next 5 years.
As video on demand services are characterized by
highly skewed popularity distribution [10], the results of
pre-adaptation close to α = 1 are the most probable,
and the most acceptable from the performance point
of view.

5 Related work

Recent research about the Mobile Web spans differ-
ent areas, ranging from workload characterization and
novel services to studies on strategies for content adap-
tation and generation, caching and delivery to mobile
clients up to proposal of innovative hardware/software
architectures for supporting the Mobile Web services.
This paper considers workload evolution for the next
future and fits in the area of resource management
strategies based on selective pre-adaptation.

Several solutions to tailor contents to mobile de-
vices are based on on-the-fly adaptation [30, 32]. These
approaches are usually integrated with caching strate-
gies [6, 7, 12] that exploit a sort of utility function to
determine whether or not it is convenient to cache an
adapted version of some resource(s). All these propos-
als consider a traditional Web scenario, with a limited
amount of multimedia resources and a small fraction
of requests coming from mobile devices and, conse-
quently, requiring adaptation. In the context of future
Mobile Web, the solutions that are based just on on-
the-fly content adaptation may not represent a viable
approach even if we consider technological improve-
ments and content management strategies based on
caching.

A preliminary analysis of how the performance re-
quirements of the Mobile Web are expected to evolve
in the next future was proposed by the same authors
in [8, 9]. The paper in [9] represents the first attempt
to point out the main issues related to the impact of
future services on the server infrastructures. In [8] we
propose a preliminary resource management strategy
for the future Mobile Web that is based on an offline
pre-adaptation of the resources. This paper represents
a clear step ahead with respect to the previous studies
for several reasons. We present an extensive analysis
of the performance impact of future services where
we take into account multiple components (CPU and

disk) of the server infrastructure; the analysis carried
out through a simulator platform allows us to evaluate
the performance in the context represented by the
future server infrastructures. Furthermore, we propose
innovative algorithms based on prediction for the iden-
tification of the most popular resources of the working
set that are specifically tailored to the workload charac-
teristics of the future Mobile Web.

Although not so popular in the current Web, offline
pre-adaptation of the working set is a strategy used by
some portals, such as AvantGo [23], to deliver content
to mobile users. This portal pre-adapts a set of defined
resources to reduce the response time perceived by
the users. This solution limits adaptation to few well
defined Web sites, for which all multimedia resources
are pre-adapted. On the other hand, we apply pre-
adaptation to the most popular resources of the work-
ing set. This proposal represents a more affordable
solution that allows us to serve contents belonging to
several Web sites, because the number of required
adaptations is limited to the restricted set of the most
popular resources. Our idea takes advantage of recent
results on the workload characterization of the Mobile
Web [10, 19]. Specifically, we exploit the analysis on
multimedia resource popularity in social-multimedia
Web sites, that have been proved to follow a Zipf-like
distribution [10]. Our results confirm that limiting pre-
adaptation to a subset of popular resources can improve
the overall performance of the Mobile Web services.

The effectiveness of the proposed pre-adaptation
strategy strongly depends on the ability to estimate the
future popularity of the working set resources. Several
algorithms to identify the most popular resources were
considered in the context of traditional Web-based ser-
vices for replication and caching purposes [25, 29, 33].
In these studies, the resource popularity is mainly de-
termined through simple measures on past resource
accesses. When the resource popularity changes slowly,
the mechanisms based on direct observation of the past
request rates may be sufficient to identify the most
popular resources of the working set with an acceptable
accuracy. However, in the context of the Mobile Web,
the workload characteristics are significantly different
and require novel approaches. The algorithm for the
identification of the most popular resources proposed
in this paper exploits recent results on the workload
characterization of the emerging Web context [16, 19]
showing that the resource popularity in Mobile Web
sites rapidly changes due to irregular access patterns,
short resource lifespan and frequent resource uploads.
These results motivate our innovative approach that
exploits predictive techniques for the identification
of the most popular resources of the working set.
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Prediction has a long tradition in Web-based scenarios,
but several predictive models are designed for offline
operations and long-term forecasting. This is the case
of Support Vector Machines [14], wavelet analysis [28]
and neural networks [34] that may achieve a valid
prediction accuracy only after a long learning time.
These models cannot be exploited for short-term pre-
diction in extremely variable contexts, such as the
future Mobile Web. Other models, such as Kalman
filters and ARIMA [3], require a careful choice of
the model parameters, that is typically based on the
evaluation of the auto-correlation and partial auto-
correlation functions on a specific data set [5]. These
predictive techniques may have serious difficulties to
predict accurate values when the data set is extremely
variable, as in the considered Mobile Web scenario,
because they would require an update of their para-
meters at any significant change of system/workload
state. For these reasons, we prefer to recur to simple yet
robust linear algorithms that do not require a complex
choice of their parameters. Similar models were applied
to estimation of Internet traffic [31], server load [1],
hot spots [2], and this paper represents a first attempt
to apply linear prediction techniques to the context of
the Mobile Web, characterized by extreme workload
variability and short resource lifespan.

6 Conclusions

The advent of the Mobile Web will cause additional
computational and storage requirements to the server
infrastructure of the content provider that has to gen-
erate and tailor contents to user preferences and device
capabilities. In this paper, we analyze the server re-
quirements of present and future Mobile Web by taking
into account technological improvements in terms of
disk and CPU, and the main evolutionary trends of
the workload characteristics for the period 2009–2014.
Our evaluation demonstrates that the computational
demand of the Mobile Web is likely to grow to the
extent where for some classes of services it is impossible
to support on-the-fly adaptation for every resource. To
reduce the computational demand of the future Mo-
bile Web we propose a selective resource pre-adaption
strategy that pre-adapts offline the subset of the most
popular resources. We combine this strategy with a
class of novel predictive algorithms that estimate the
resource popularity also in the challenging workload
context of the Mobile Web, that is characterized by
short resource lifespan, high variability and innovative
user interaction patterns.

We explore the space of workload scenarios to evalu-
ate the performance and the limits of the proposed pre-
generation strategies and algorithms. We found that,
when the computational demand of future scenarios
does no exceed significantly the available computa-
tional power, pre-adapting just a small fraction of the
most popular resources (5%–10% of the working set)
is sufficient to guarantee adequate response times and
any algorithm can be used to identify the set of popular
resources. In the more demanding scenarios, as in the
case where social services and multimedia content are
to be delivered, the traditional algorithms for resource
popularity estimation are unsuitable, and we have to re-
cur to the proposed predictive algorithms. These strate-
gies work finely even when the resource popularity is
scarcely skewed, and when the pre-adaptation can in-
volve up to 20% of the working set. On the other hand,
when the workload is characterized by High Definition
multimedia resources, no algorithm guarantees ade-
quate performance, unless the resource popularity is re-
ally highly skewed. In these instances, novel algorithms
and/or the integration with architectural solutions seem
the only viable alternative for resource management.
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