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ABSTRACT

A UNIFIED DATA-LINK ENERGY MODEL

FOR WIRELESS SENSOR NETWORKS

by

Lizhi Charlie Zhong

Doctor of Philosophy in Engineering-Electrical Engineering and Computer Sciences
University of California, Berkeley

Professor Jan M. Rabaey, Chair

L ow power consumption isthe most important requirement in wirel ess sensor networks.
Many questions arise in the design of such low-power wireless networks. How many chan-
nels are needed? Isit better to use random access or dedicated channel assignment? What
is the proper data rate for the radio? When is power control effective and when should
power management be used instead? How low can the power consumption be for given
Quality of Service (QoS) requirements?

Analytical models provide deep insight into these key issues. For this reason, aframe-
work of analytical models has been established in this dissertation for wireless sensor net-
works. Specia attention is given to the energy models for the data-link layer, because its
energy consumption dominates the overall energy consumption. The data-link layer mod-
els and the abstracted models of the interacting layers are integrated in this framework to

expose the dependence of the overall power consumption on the design parameters of wire-



less sensor networks. Being integrated is what makes this framework unique. In fact, this
integrated framework is very useful to the designers of wireless sensor networks: it pro-
vides venues and guidelines for energy reduction and design improvements. Furthermore,
it can be a place to raise and address fundamental questions. However, the existence of
the closed feedback loops makes the integration of the models very hard. Methodology of
solving this closed-loop problem is given in this dissertation. The conditions imposed by
the convergence on individual parts are also specified.

The integrated modeling framework presented in this dissertation uses an analytical
approach, which provides designers better insight into the low-power design of the data-
link layer than simulations or experiments. It is superior to other analytical approaches on
that it considers the interactions between the components, enabling designers to reduce the
overall power consumption even further. The validity of the modelsin this framework has
been verified using OMNET++ network simulations. In addition, the guidelines resulting
from this framework have already had a real impact on the design of an actual sensor

network.

Professor Jan M. Rabaey
Dissertation Committee Chair
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CHAPTER 1

INTRODUCTION

1.1 Emerging Wireless Networks

Over the past few years, many wireless networks have emerged. Some of them are
pushing for very high data rates, while the others focus more on ultralow power consump-

tion.

1.1.1 High-speed wireless networ ks

As wireless internet access becomes increasingly popular, users are demanding ever
higher and higher data rates. To support high data rates, either more bandwidth must be
allocated, or advanced signal processing has to be used to improve the spectral efficiency.

Ultrawide band (UWB) for exampleis allocated a huge trunk of spectrum. The IEEE
802.15.3a uses the UWB as its physical layer (PHY) to provide data rates up to 480 Mbps
(at 5 m) in a personal area network (PAN). The application there is to implement the very
popular |EEE 1394 interface over awirelesslink.

Advanced coding has been used to get closer to the famous Shannon bound. Other
ways to improve the spectral efficiency include the use of multiple-input multiple output
(MIMO) systems and orthogonal frequency division multiplexing (OFDM).

The IEEE 802.15.3, also known as WiMedia, uses Trellis Coded Modulation (TCM) to

provide data rates up to 55 Mbpsin the 2.4 GHz band at ranges up to 50 m, enabling high
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rate multimediatransfer over a PAN.

The |EEE 802.11a/g uses both OFDM and convolutional codes to provide data rates up
to 54 Mbps over alocal area network (LAN). However, the IEEE 802.11n is the state of
art in the 802.11 family. It provides at least 100 Mbps effective throughput measured at
the media access control (MAC) interface. The throughput, different from the radio data
rate, is what an end user really cares about. As a matter of fact, preliminary simulations
indicate that to obtain a throughput of 100 Mbps, the radio data rate must be at least 300 to
400 Mbps. There are currently two candidates for the PHY of the IEEE 802.11n. The first
one employs a MIMO system, which uses M antennas at the transmitter and M antennas
at the receiver and provides M times the peak throughput of a single-input single output
(SISO) system without increasing the frequency bandwidth. The other candidate, wide
band adaptive OFDM, increases the bandwidth from 20 MHz (as in 802.11a) to multiples
of 20 MHz up to 80 MHz. To achieve high data rates, both candidates use Low Density
Parity Check (LDPC) codes, which can come close to the Shannon bound within 0.1 dB.
An |EEE 802.11n network will replace the 100-BaseT network, widely used in enterprises.
It will also be used in Hotspots. But the coolest thing about 802.11nisthat it eliminatesthe
cable between a portable Liquid Crystal Display (LCD) TV and cable outlet. As aresult,
one can take hisportable LCD TV to hisbackyard or kitchen even though the cable outlet is
in hisliving room. In fact, even aHigh Definition Television (HDTV) signal can be carried
in a802.11n network.

Providing high data rates over a even longer distance (e.g. wide area network (WAN))
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is much harder to do but makes it possible for users to access the Internet from almost
anywhere. Third generation (3G) cellular wireless system can deliver data rates up to 384
kbps by using Turbo codes. The IEEE 802.20, on the other hand, is able to provide data

rates up to 3 Mbps over a comparabl e distance through the use of LDPC codes and OFDM.

1.1.2 Low-power wireless networks

Power consumption has always been a concern for wireless networks. In certain ap-
plications, this concern surpasses the needs for high data rates. In fact, some emerging
wireless networks are targeted at low data rate applications, where they can use simple
radios and aggressive power management to achieve ultralow power consumption.

The Zigbee/IEEE 802.15.4 for example istargeted at simple, low cost, low power, low
data rate (2 kbps to 200 kbps) applications like home control, building automation and
industrial automation.

The wireless sensor network is yet another type of emerging wireless network where
low power consumption is more important than high datarates. It will be discussed in great

detailsin the rest of this chapter.

1.2 Wireless Sensor Networks Applications

The idea of a sensor network is simple enough. Hundreds of sensors are spread out.
Each of them will measure the temperature, light intensity, humidity, noise level and airflow

speed etc. initslocality. But the beauty of the sensor network isthat all these nodes can be
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self-organized into anetwork, over which they can do cooperative processing to accomplish
tasks that they can not do individually.

The idea of sensor network applies directly to the office building environment, where
sensors can work together to create a micro-climate based on personal settings. Or they can
be used to minimize the energy consumption of a building without sacrificing the comfort
of itsusers. Similar things can be done inside a car, airplane, bus or train, ... any public
transportation or public place one can name.

But the applications for sensor networks go far beyond these. It will be shown in the
following paragraphs that they have a big impact on our society, change the way we live,
or they can help with scientific research. In addition, they are used in medical and military
applications. There isno doubt that wireless sensor network is becoming a very important

component of wireless data networks.

1.2.1 Impact tothe society

Due to the energy crisis, people have become more concerned about their utility bills
than a fine tuning of their personal climate. As a result, the projects on building envi-
ronment have migrated from optimizing users' comfort to minimizing their spendings on
utilitieswhile still maintaining a desired level of comfort. Study shows that an energy dis-
tribution infrastructure is severely impacted by the peak usage of utilities. If the capacity
of a utility company is below this peak, ridiculously higher prices need to be paid to buy

energy from a neighboring state. This cost eventually passes on to the end users. A strat-
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egy called “demand response’ tries to address this problem from both the utility company
and end user side. A utility company will dynamically adjust its utility prices based on
the instantaneous demand for its energy. A meter isinstalled in every user’ home, which
has access to the real-time utility prices. Also needed in auser’s homeis a sensor network
with controllers, sensors and actuators. The controller will send commands to the actuators
based on the readings from the sensors, the energy price at the time and the comfort level
auser sets. For example, if the average temperature is above what a user feels comfortable
with, and the price for electricity is not very high, the controller will turn on the air con-
ditioning. For errands that can tolerate a high latency, the controller can schedule them to
be done at the time when the energy price islow. For instance, the controller will start the
laundry machine in the evening. Thus the “ demand response”’ operation, made possible by
the use of sensor networks, resultsin abetter balanced energy distribution and consumption
infrastructure, saving money for both utility companies and end users.

Traffic jam is a big headache to the commuters, but sensor networks can be used to
aleviate this problem. Sensors can beinstalled along a freeway to measure the speed of the
vehicle passing by. Thisinformation is sent via the sensor network to a central controller.
The information obtained after processing the raw data can help drivers to see the traffic
ahead of him, who can take an alternative route to avoid the traffic jam.

Firebug, as another example, isa Global Position Satellite (GPS) enabled wireless ther-
mal sensor. Firebugs can be simply dropped to the ground and self-organized into awireless

network. The data they collect, when coupled with real-time burn model and helicopter-
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based real -time topographic and ground cover mapping, can return visualization and adap-
tive modeling of observed phenomena to the in situ firefighters, helping them put off fires
quickly.

Sensors can be used in the interactive museums as well to track which exhibit attracts
more people. This information will be used to guide the placement of exhibits. What is
more, when users experiment with a exhibit, the data collected by the sensors can be sent
via the network to the gateway to the Internet, enabling those data be available on-line for
later viewing or reporting.

Lastly, sensor networks are used in asset management to track the location of a partic-
ular item, especially where the distance is so long that radio frequency identification (RF

ID) can not be used. For instance, a car dealer may use a sensor network to locate his cars.

1.2.2 Smart home

Not only do wireless sensor networks change our society, but they also change the way
we live. They can be used in our homes, with sensors embedded in appliances, hidden in
walls. Thisambient intelligence leads to a “smart” home. One can see from the following
examples that sensor networks in our homes make us more comfortable and more secure.
They also bring alot of convenienceto our lives.

Networked refrigerators are already on the market. A LCD display can be found in
such arefrigerator. A user can useit to either watch his favorite TV show or surf the web

to search for real-time grocery prices, health-nutrition tips or cooking information. With
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a sensor network, such a refrigerator may become even smarter. A person can remotely
find out what isin hisrefrigerator. What is more, the refrigerator may even suggest recipes
based on the food inside. Once the user has chosen a recipe, the refrigerator can also help
him locate the ingredients that he already has at the different places of his home and notify
him of the additional ingredients to buy on his way home. One more thing such a smart
refrigerator can do isto alert a person when the expiration date of afood packageis close.

Sensors can make other appliances smarter too. A smart microwave can read the chips
embedded in afood packaging to figure out by itself the weight and type of food to defrost.
A smart dining-ware can tell its user if he has had enough nutrition from a meal, or if he
has already had too much fat.

A wireless sensor network can also create a micro-climate in ahome just asin an office
environment. Together with video cameras and an alarm system, it can detect an intruder
and notify the police of the incident. It is aso able to send a warning to a person either
when his children are doing something dangerous, or when there is a fire in aroom. For
peoplewho really love music and would like to have music following them when they walk
from one room to another, sensors can detect their motion and turn on the speakersin the
second room automatically.

Sensor networks can aso be used to create a net surfing experience impossible before.
Local sensor networks can recreate the environment a web page intends to bring one to,
be it smells, strong wind or cold weather. Similarly, a game designer can put in al the

details in a computer game, allowing a sensor network to recreate the scene in a player’s
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local environment. In fact, the S controller for Microsoft Xbox (a game console) has a
vibration feature: during an action game, a player will feel the vibration if he gets hit by
his opponent. To many gamers, thisisareally neat feature. Sensor networks will certainly
go one step further and make gaming a more rich experience. In the future, not only will
a gamer get high-definition three-dimensional (3D) graphics and Dolby Digital sound, but

he will also get a“U feel” gaming experience.

1.2.3 Scientific research

Sensors can be used in scientific research to take measurements where it is difficult or
dangerous, if not impossible, for human beingsto go. A wireless sensor network makes it
possible to have many of these sensors around and makesiit easier for ascientist to get data
from the sensors. Consequently, a scientist can study the behavior of his object in a more
detailed manner.

Sensors have been installed on redwood trees to measure the temperature, humidity,
as well as the velocity of the water flow within the redwood trees. These data enable the
scientists to study the Maritime Fog’s impact on the water relations of a redwood forest.
However, currently the sensors are all “wired” and therefore can only sample a very small
fraction of what need to be sampled. Thus awireless sensor network isin demand here.

The structural health monitoring of the Golden Gate Bridge is another application to
which awireless sensor network is essential. Sensors can monitor vibration of bridge and

detect unusual behavior by wind, earthquake or local damage. A wireless network of these
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sensors makes high fidelity sampling a reality, where high accuracy, high frequency with
low jitter and large amount of data are required.
Other places where wireless sensor networks are used to do scientific research include

the outer space and the desert. They are used underwater too.

1.2.4 Medical applications

In one medical application, tiny CMOS image sensors are sent into the body of a patient,
each of which takes a picture of a part of an infected organ. Through a wireless sensor
network, these local views are sent to a central controller to produce a global view of
the organ, which makes it possible for doctors to inspect the infected organ without any
surgery. In some cases, the controller can even use this information to control a robot arm
in arobot-aided surgery.

Wireless sensor networks are now used in more and more medical applications. A
doctor can remotely monitor the health of his patients thanks to the networks of medical
sensors in their homes. As a result, home health care becomes a feasible option for more
patients. Many patients like home health care because it eliminates the huge cost associated

with staying in a hospital and gives patients the comfort of their homes.

1.25 Military applications

Wireless sensor networks in the battlefield extend the vision and hearing of a soldier:
information retrieved by either the sensors carried by himself and other soldiers or satellites

and airplanesisrelayed to him, giving him a better knowledge of the environment heisand
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the enemy heisagainst. Soldiers can communicate with his neighborssilently and organize
themselves into a wireless network based on military operations. Rich information can
be exchanged over such a network, leading to a much better collaboration between the
soldiers.

Military applications have their own requirements for wireless sensor networks. The
range of each transmission must be short to minimizethe possibility of being eavesdropped.
The power consumption shall be low to ensure the radio every soldier carries is small,
lightweight and can be operated for avery long time. Global synchronization should not be
arequirement for proper network operation, so a network can be setup on the fly anywhere
in the battlefield and the operation of the network is robust even when soldiers comein and
out of this network. A central control point is not desired, since the network would have
a single point of failure. In general, military applications would like to see a very robust
network. As a matter of fact, the inherent redundancy in many wireless sensor networks
further increases the reliability of the communications and makes wireless sensor network
agood candidate for many military applications.

It isnot the intent of thisthesisto enumerate every sensor network application. The key
message from the previous paragraphs is that wireless sensor networks are very useful and
important, which provides the motivation for the research documented in this dissertation.
A final comment on the applicationsis that, a” sensor” in a sensor network does not have
to be limited to a mechanic device that measures certain parameters. It can be anything

that has certain knowledge of itslocal environment. Just like the traditional sensors, these
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"sensors’ can be self-organized into a network. According to Metcalfe's Law, the value
of a network is proportional to the square of the number of "sensors’ in it. There is no
doubt that these ” sensors’ can accomplish alot more by forming a sensor network. Design
used in atraditional sensor network can be ported easily to these more generalized sensor
networks. For example, a complicated decoder consumes a lot of power and cuts down
the battery life. Anideaisto replace a complicated decoder with many simpler decoders.
Certain block codes can be decoded in parallel. Hence each “sensor” will decode one
paralel path and together they can accomplish a much more complicated decoding task.
This decoding strategy is called network decoding. With this new definition of “sensor”,
amost everything can be thought of as a form of sensor network. One can imagine how
diverse the sensor network applications can be.

Despite the diversity of the applicationsin sensor networks, the following requirements
are true for al of them: low power consumption, low cost, wireless and self-configuring.
Among these requirements, the low power consumption requirement is the most important.
It would be a maintenance nightmare having to replace the batteries of hundreds of sensors
every day or even every month. In some applications, the sensors are buried inside a wall
so it isimpossibleto take them out to replace their batteries. In yet some other applications,
the sensors are used just once and live only as long as their batteries can support. So it is
very important to keep the power consumption low. If the power consumption can be kept
sufficiently low (< 100u17), power obtained through energy scavenging techniques will

be enough to keep the sensors self-powered. The outcome is very exciting: not only is
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the maintenance effort greatly reduced, but the network operation is a'so more robust, free

from the impact of dead nodes. In addition, nodes are lighter and smaller.

1.3 Sensor Networks Characteristics

A wireless sensor network (WSN) is very different from some other popular wireless
networks: cellular network, wireless local area network (WLAN) and Bluetooth. Com-
pared to these other wireless networks, awireless sensor network has much more nodesin
a network and the distance between the neighboring nodes is much shorter. On the other
hand, the application data rate in a wireless sensor network is much lower too. Due to
these characteristics, the power consumption of a sensor must be and can be made much
lower. To keep the cost of the entire sensor network down, the cost of each sensor needs
be very low, in the order of cents. Size isimportant too. A smaller size makesit easier for
a sensor to be embedded in the environment it isin. Lastly, in many sensor networks, the
data collected is highly correlated in time and/or space. This inherent redundancy can be
either reduced or exploited to improve the energy efficiency. It can also provide additional

reliability. Table 1.1 compares the characteristics of these networks.

1.4 Projectson Sensor Networks

Wireless Sensor network has been and will still be an active area of research. Many
universities and research labs have initiated projects on wireless sensor networks. Cen-

ter for Information Technology Research in the Interest of Society (CITRIS) for example
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involves many universities in the research of sensor networks. The University of Cali-
fornia, Los Angels (UCLA) is one of the first universities that started research on sensor
networks. Pottie’ group, Kaiser’s group and Rockwell Science Center initiated the research
on wireless integrated network sensors (WINS) in 1993. Srivastava's and Estrin’s groups
also turned to sensor networks several years later and have devel oped algorithms for media
access control(MAC) and class based routing.

At the University of California, Berkeley (UCB), more than ten faculty members are
involved with different aspects of sensor networks. To name afew, Culler’s group and Intel
Labs have built the TinyOS, a lightweight operating system that is very well-suited for
sensor networks and have made efforts on the design of the MAC and the network layer as
well as the devel opment of locationing algorithms. Pister’s group launched the Smart Dust
project in 1999. The project deals with the application of tiny sensors dropping out of an
airplane, taking measurements on their way to the ground. These sensors are made small

and robust. Optical communication is used between them. A radio frequency (RF) mote

Table 1.1: Comparison between several wireless networks

Types | Number of | Range | Datarate M obility
nodes
Cdlular Large Long Medium High
WLAN Small Medium High Medium
Bluetooth Small Short Medium Low
WSN Large Very short Low Low
Types Power Cost Size Redundancy
Cellular High High large low
WLAN Medium Medium Medium low
Bluetooth Low Low Small low
WSN Very low | Verylow | Very small high
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has also been built using the Chipcon cc1000 radio and other off-the-shelf components. Its
sizeisvery small and its average power consumption is reasonably low. Infact, it has been
used in the test beds of many projects, including those of UCLA and Intel Labs. Rabaey’s
group in the Berkeley Wireless Research Center (BWRC) started the Pico Radio project in
1999 too and has done extensive research on every aspect of sensor network, from protocol
design to radio design and energy scavenging techniques.

Chandrakasan’s group in MIT isvery activein thisareaas well. The group has focused
on applicationswith clusters of sensors. Centralized control isassumed and |eader selection
is used to rotate the leader position. Global synchronization is used in these applications.

Besides these mgjor projects, many individuals have contributed a rich amount of in-

formation to all aspects of sensor networks.

1.5 Motivation

It has been shown that wireless sensor networks can be used in many applications and
the research on them is very active. What problem in wireless sensor networks does this
Ph.D. research try to address? What is the motivation behind? As mentioned earlier, very
low power consumption is crucia to wireless sensor networks. However, it is no easy task
to bring the overall power consumption of a sensor to avery low level. Designers of wire-
less sensor networks have attempted to optimize the power consumption of a component of
the overall system in an isolated fashion, only to find that when the power consumption of

one component is pushing down, that of another component goes up. It has become evident
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to the designers that how the overall power consumptionis related to the design parameters
of awireless sensor network isthe most important problem in the design of these networks.
This research will attempt to solve this very problem.

A closer look at this problem indicates that a sensor node system can be compared to a
box with hundreds of knobs. Its overall power consumption isthe output of thisbox and its
design parameters are the different knobs. It is not obvious how to tune these many knobs
to achieve low power consumption. Examples of these design parameters are the transmit
power level and the duty cycle. It iswell known that an optimal power level exists which
minimizes the total transmit energy consumption. However, if a network is dense enough,
one can reduce the overall energy consumption by using a higher transmit power level.
The reason is as follows: as the transmit power level increases, more candidates will be
available for data forwarding. Now one can lower the duty cycle of these candidates such
that statistically a node still has roughly the same number of active candidates as before.
Consequently, the energy consumption in channel monitoring reduces and the total energy
consumption too if the network is sufficiently dense. Similarly, interdependencies exist
between the overall power consumption and other design parameters. The complexity of
these interactionsis at such a magnitude that one cannot comprehend them without proper
modeling.

Models are simplifications of complex systems and can revea relevant information
about them. Thus models will be essential to sensor networks as SPICE models have been

to integrated circuits.
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How can models be used to reveal the dependency of the overall power consumption on

the design parameters of awireless sensor network?

A two-step approach to the above problem will be taken. In the first step, functional

decomposition is performed:

e A complex system like a sensor node, first needs to be divided into smaller but sim-
pler subsystems based on functionality. An iterative process using the unified mod-

eling language (UML) helps one to arrive at the decomposition shownin Fig. 1.1.

e An analytical model is then developed for each component. The energy consump-
tion of the data-link layer (DLL) dominates the total energy consumption, thus this
research will focus on the data-link layer and use higher abstraction on the other

layers.

The second step is the integration of the models of these components. This integration
(often ignored by other designers) is essential for one to link the total power consumption

to the design parameters.

e Firsttheinterface of every model isdefined. Theseinterfacesare not design-dependent

even though the models are.
¢ Next the interactions between the components are model ed.

e Lastly, the closed feedback loops (in Fig.1.1 there exists a closed loop between the
media access control (MAC) and the link layer, shown with athick line) are solved

using the fixed-point theorems and an “optimization after integration” technique.



1.5. MOTIVATION 17

Network Layer

Nint L *g
tDV
NNPI E | Power control MAC
Power Pra
Management
Data link Lay
| o |
Ny t, Link Layer
bacq Error Control ||| [Ty
PUE) | Put— Y EIN]

Physical Layer

Channel -

Figure 1.1: The overall system

This approach results in an integrated data-link energy model for wireless sensor net-
works, which exposes the dependence of the overall energy consumption on the design
parameters of awireless sensor network, especially those of the data-link layer. Based on
the insights gained from this framework, guidelines for energy deductions and design im-
provements have been derived. In fact, these guidelines have already had areal impact on
the design of an actual sensor network. To illustrate this point, several emerging designs

developed at the BWRC will be described at the end of this dissertation.
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The main contributions of this research will be described in details in the following
chapters. But the state of art on low-power data-link designs and the modeling techniques

of wireless sensor networksis given first in the next section.

1.6 Existing Work

Below is a survey of the existing literature on low-power data-link designs as well as

the modeling approaches in wireless sensor networks.

1.6.1 Low-power data-link designs

Low power MAC design is one of the most active areas. The main focusin thisareais
to reduce the collision rate, so the energy in retransmissions can be reduced. One way to
reduce collisions is to coordinate the use of the channel through scheduling. Centralized
scheduling was used in [2] while the distributed versions can be found in [3] and [4].
Another way to reduce collisions is to use multiple channels. [5] uses random access
in each channel, while [6]-[9] use dedicated channel assignment. For example, a node's
locally unique identification (ID) [1] is used as the channel for transmission or receptionin
[9].

Power control (PC) is starting to receive more and more attention in sensor networks.
The issue is how to achieve the connectivity at the minimum energy cost. [10] presented
a distributed power control algorithm that guarantees the connectivity while ensuring the

path from each node to a designated master has the minimum power consumption. [11]



1.6. EXISTING WORK 19

starts from a connected network and reduces the transmit power level as much as possible
while maintaining the connectivity. [12] provided a distributed algorithm, using which
not only is a network connected, but a large percentage of nodes in the network are also
bi-connected. [10] assumes accurate location information while [11] and [12] requires
directional information. Two simple power control algorithms that do not require location
or directiona information were presented in [13]. They do not guarantee the connectivity,
instead they adjust the power level on per node basisto make sure the number of neighbors
of every node iswithin a given range.

The biggest power saving in sensor networks actually comes from the power manage-
ment (PM). Since a node in a sensor network is inactive most of the time, the energy
consumption when it is inactive dominants the total energy dissipation. For this reason,
many have looked into how to turn off anode when it is not active. Scheduling ([2]-[4] and
[14]) helps a node know when to sleep and when to wake up. But delay is a big problem
in these schemes besides the overhead in handshakes. [5] proposed the idea of a wakeup
radio, which can monitor the channel for the main radio but at a much lower energy cost.
As aresult, the main radio can be turned off until the wakeup radio detects the activity in
the channel and wakes it up. Compared with the scheduling algorithms, this approach has
very small delay and overhead. [15] used a dedicated control channel as a wakeup radio to
the data channel. The power management was also done on the control channel using an
approach similar to the cycled receiver discussed in Chapter 3. [16] turns off a node not

only when it isinactive, but also when there are neighbors who can do thejob for it.
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There has also been quite a bit of research on the joint design of several DLL compo-
nents. [17] pointed out that when the transmit power level is increased, the link quality
improves. As a result, the required number of retransmissions goes down. So there is a
tradeoff in setting the power level. [2]-[4] used scheduling in both the MAC and the PM.
[9] uses the local ID as the channel, allowing the local address and the MAC to share the
same overhead. [18] on the other hand assigns a power level and a channel to every link.
This link-based power control algorithm brings down the average power consumption. It
also works together with the MAC to reduce the interferences. In addition, the PC and the
MAC can share the overhead of assigning the power level and channel. In Chapter 6, a
joint design of the power control and the power management is proposed. It follows the
ideain [16] and does combined tuning of the transmit power level and the duty cycle of the
cycled receiver: the transmit power level isincreased on purpose to get more candidates so

that the duty cycle of each candidate can be reduced.

1.6.2 Modeling approaches

The modeling approaches used in the above papers and other papers in the literature
to evaluate the performance of a design can be categorized into three classes: simulations,
experiments and analytical approaches. Their pros and cons are summarized in Table 1.2.
Analytical approaches provide designers much moreinsight to the design of the DLL within
much less time than simulative or experimental ones. They also enable designers to do

design optimization. They are the preferred approachesif available.
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Table 1.2: Comparison of different modeling techniques

Modeling | Accuracy | Insight | Timeto | Cost | Controllability
techniques develop
Closeform Low High Days | Low High
Numerical | Medium | Medium | Days | Low High
Simulation High Low Months | Low Medium
Test bed Highest Low 1+ years | High Low

The simulative approaches are used in many of the above papers [2][3][5]-[7]1[9]-[11]
[13][14][16]-[18]. In these papers, although the algorithms proposed were implemented in
either a discrete-event simulator or MATLAB, the other interacting components were not
simulated. [11] as an exception, simulated the MAC, the network and application layers
besides the power control algorithm it proposed. But the effect of these other components
or layers on the PC was not shown in the simulation results provided.

[4] and [16] collected data from the test beds using the Rene motes and the TinyOS
developed at the UCB. [19] did performance analysis using the Pico Radio test bed. Even
though the test beds have the entire protocol stack and a realistic channel, the interactions
between the components were not well studied in any of the above papers.

Asfor theanalytical models, [20][21] gave agood survey of many access protocols. But
most of the papersin the survey focused on only the analysis of the throughput and average
delay. [22] provided energy analysis for the simplest access protocols (ALOHA). [15] did
energy analysisfor the two-channel PM mentioned above. [23] provided analytical bounds
on the average number of transmissionsfor aMAC that usesthe receiver to synchronize al

the potential transmitters. [24] obtained upper bounds on the lifetime of sensor networks,
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but the work was mainly done for the power control component only.

The above survey indicates that many designers have simply designed a component and
simulated it. Very often they did not model the other components or layers that have impact
on the component they designed. Some designers have a channel model or network model
in their simulations, but the interactions between those and the component they design
are never studied. There are some papers on the joint design of several components/layers.
These approaches are quite ad-hoc. 1n other words, these works lack a systematic approach.
The analytical models seen so far are made for a stand-alone component only. It has not yet
be seen an integrated framework that can allow designersto bring all the DLL components
together with the network layer model, the PHY model and the channel model.

The rest of this dissertation is organized as follows. In Chapter 2, 3 and 4, the func-
tional decomposition and integration procedures of the unified modeling approach will be
described. The analytical modelshbuilt will be verified in Chapter 5, after which theanalysis
done using this framework is presented and several designs that benefit from this analysis

will beintroduced.
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CHAPTER 2

FUNCTIONAL DECOMPOSITION

2.1 TheUnified Modeling Language

The UML is an Industry-standard language that helps users to specify, visualize, and
document models of software systems, including their structure and design, in away that
meets the design requirements. In this research, the design requirements were first spec-
ified in the UML, followed by the system level use cases and an initial decomposition
(represented with a class diagram in the UML)[27]. After the subordinate use cases were
developed for these subsystems, if functional dependence between the subsystems were
detected, the original decomposition was modified. For example, the power management
was later realized to be an important function of the data-link layer. As aresult, a PM
component was added to the original class diagram. Through this iterative process, a de-
composition (Fig. 1.1) was obtained which made it easier for us to develop the models and
study the interactions between them.

Asshownin Fig.1.1, asystem isfirst divided into several subsystems: the application
layer, network layer, data-link layer, physical layer and channel. The breakdown is similar
to the Open Systems Interconnection (OSl) reference model. The data-link layer is further
divided into several components, such as the media access control, error control, link layer,
power management and power control.

The goal of this process is to convert a complex system into ssmpler systems that are
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easier to deal with. Below the functions of these layers and components are briefly de-

scribed.

2.2 Functional Descriptions

The application layer implements different sensor network applications. It configures
the functionality of every node in the network. The network layer does routing and aggre-
gation.

The data-link layer handles everything within one hop. The media access control
(MAC) isresponsible for managing the usage of channels such that collisions can be con-
trolled. The error control (EC) component detects and /or corrects errors in packets. The
link layer specifies the handshakes and handles retransmissions. The function of the power
management (PM) component is to turn off a node as much as possible. It also takes care
of the synchronization between a sender and its receivers. The power control (PC) compo-
nent sets the radiated power level. The power control is usualy done for one or more of
the following reasons: to maintain the connectivity, to reduce the power consumption or to
reduce the interference.

The physical layer (PHY) is responsible for sending and receiving a bit stream over a
channel. It does acquisition and demodulation/modulation. Although the channel is not
part of adesign, it is part of the overall system. It attenuates the strength of a signal and
adds interferences and noise to the signal.

Once acomplex system is divided into simpler subsystems, analytical models are built
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for these subsystems. Naturally these models will be tied to the particular designs. For
illustration purposes, some commonly used designs (in sensor networks) are presented here
for each of these subsystems. In every example, the design is briefly described and only
the results of the corresponding model is presented. It needsto be emphasized here that the

other designs can aso be modeled in a similar way.

2.3 Abstracted Models

The overal systemis shownin Fig. 1.1. In this section, the abstracted models for the
layers outside the DLL are presented. The analytical models of the DLL will be covered in

the next chapter.

2.3.1 Network traffic model

The network traffic is defined as the packets sent from the network layer tothe DLL. A
network traffic model not only specifies the traffic rate, but also the traffic pattern.

The network traffic model is very important for the computation of the collision rate
(inthe MAC) as well as the average percentage of time a node spends in the monitor mode
(in the power management component). Unfortunately the network traffic depends on the
application scenarios, the network design as well asthe MAC design. It isunlikely to have
asingle network traffic model evenfor sensor networks. So different network traffic models
may be obtained for different protocol stacks. Below a model is presented for the network

traffic generated by the indoor environment control application, a network layer design
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using probabilistic routing [1] and a MAC using carrier sense multiple access (CSMA).

In this application, there are controllers and sensors in the network. The controllers
initiate queries and the sensors receiving them periodically report data to the corresponding
controllers. The network layer uses a multi-hop routing scheme based on probabilistic
forwarding. The probability to use a particular neighbor to forward a packet is based on
both the energy needed to go through it to the final destination and its remaining battery
life. For instance, if the energy needed to go through a neighbor to the destination is lower,
the packet ismore likely to be forwarded to this neighbor. On the other hand, if the battery
life of this neighbor is low, it makes more sense to forward the packet to other neighbors
instead. The MAC uses CSMA, which is described in details in Chapter 3. Basicaly
a random delay is introduced by this MAC to let different nodes to use the channel at

different times.

2.3.1.1 Network traces

Network traces from both OMNET++ network simulations and the test bed were col-
lected. Both have the applications and network designs mentioned above. The network
simulations were done on a network with 100 nodes (Fig. 2.1). The nodes are randomly
placed. Among them there is one controller (node 0O, at the right edge of the network) that
initiates queriesto all other nodes every two minutes. All the other nodes are sensors. Most
of them report temperature every five minutes. A small number of them (randomly placed)

report light intensity data every thirty seconds.
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Figure 2.1: Network used to collect network traces

Packet arrival times were recorded at a node in the center of the network (node 90) and
a node at the edge of the network (node 10). Fig. 2.2 shows the distribution of the inter-
arrival time between the network packets. The datawas collected at node 90. It can be seen
from Fig. 2.2 that the probability density function (PDF) of the packet inter-arrival timeis
similar to an exponential PDF. But a spike can also be noticed at 30 seconds, which is the
period of light intensity data. This indicates the network traffic has a periodic component
init. Other than this spike, most of the packet inter-arrival times are within one second.
When zooming in this zone (Fig. 2.3), one can see the PDF is very close to an exponential

PDF of rate 0.05 packets per second.
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Figure 2.2: Network traffic at the center node

Fig. 2.4 shows the PDF of the packet inter-arrival time at node 10. Not only does
one see spikes at 30 seconds, but also at the multiples of 30 seconds. The envelope of the
spikes goes down exponentially. Thisis because the packet from alight sensor may not go
through node 10 every time due to the probabilistic routing used. In fact, the further away
the sensor is from node 10, the larger the inter-arrival time of its packets at node 10. On
the other hand, the number of times that its packets go through node 10 is smaller as well.
Asaresult, the inter-arrival time of the packets from different light sensors at node 10 is at
the multiples of 30s. In addition, the larger the inter-arrival time, the lesslikely it is. If the

spikes were removed, the PDF would be very close to an exponential PDF, but at a slower
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Figure 2.3: Network traffic at the center node (zoom in)

rate, 0.014 packets per second (cab be seen after zooming in the one-second zone). Thisis
because node 10 is at the edge of the network where less traffic goes through.

The Pico Radio test bed was also used to record the network traces [19]. The network
used has one controller and ten sensors. Fig. 2.5 (taken from [19]) shows the distribution
of the time between activities. Here an activity is to send or to receive a packet. One can
see from Fig. 2.5 that as the time between activities increases, its probability goes down
exponentialy.

In summary, the network traces collected from both network simulations and the Pico

Radio test bed indicate that the PDF of the inter-arrival time of the network packetsisvery
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similar to an exponential PDF, but it also has some spikes at the multiples of the periods of

the application data.

2.3.1.2 Network traffic model

The network traffic model is built on the network traces presented in the previous sec-
tion, which indicate that the network traffic is very similar to a Poisson process, but it also
has a periodic component.

This phenomenon is explained as follows: in general, the network traffic is the com-
bination of two components. the application traffic generated by the node itself and the
forwarding traffic coming from its neighbors. For the indoor environment control applica-
tion, the application traffic is periodic. This explains why there are spikes at the periods of
the application data. Asthe result of this periodic application traffic, the forwarding traffic
has a periodic component too. Due to the probabilistic routing used, the inter-arrival time
may also be the multiples of the periods. In fact, if every node was synchronized, the inter-
arrival time of the network packets would only be the multiples of the periods. However,
the MAC introduces arandom delay during backoff. In addition, the clocks of the different
nodes are not synchronized. Consequently, the inter-arrival time can have any value. The
number of packets that a node needs to forward within a time interval is the count of the
network flows going through it in thisinterval. Here a network flow is defined as the route
between a source and its final destination. Assuming the probability for a network flow

to go through a particular node is small but equal, the count of the network flows going
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through a node is binomially distributed and approaches Poisson when the number of the
network flowsisvery large. Sincethere aretypicaly many nodesin a sensor network, there
are alarge number of network flowsin it. This explains why the forwarding traffic is very

similar to a Poisson process in sensor networks.

Based on these observations, the network traffic is modeled to consist of a deterministic

and arandom component.

For the indoor environment control application, the deterministic component isthe traf-
ficwithinter-arrival timeat the multiplesof the periods. The random component isassumed
to be a Poisson process.

The determini stic component causes two neighboring nodes either always use achannel
at the same time, or never. As aresult, they always collide or never. But the good thing
about the deterministic component is that one can predict the arrival time of the packets so
he can alleviate the effect of this component on collisions by the use of local scheduling
or by adding a long enough random delay. The number of collisions as a result of using
areal network traffic are compared with that using a pure Poisson process. Even though
backoff and clock drift add some random delay, that delay is not long long enough, so
the number of collisions when real network traffic is used is still significantly higher than
that of a Poisson process. But if the response time of every sensor is separated by 5 ms,
the number of collisions when areal network traffic is used comes very close to that of a
Poisson process. Therefore, if the effect of the deterministic component can be eliminated

as above, the network traffic can be assumed to be a Poisson process in the collision rate
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calculation.
In short, an example on how to model the network traffic isgiven above. Network traffic
as aresult of different applications or network and MAC designs can also be modeled in a

similar way.

2.3.2 Physical layer model

An abstracted PHY model gives the power profile, defined as the power consumption

in each operation mode of aPHY.

There are three key thingsin the modeling of a PHY: first the maor components that con-
sume most of the power must be identified. Secondly it needs to be found out how many
operation modesaPHY has. Lastly theimpact of the data rate on the power consumptions

of the components of a PHY shall be understood.

As an example, a special PHY used in sensor networks is described. As shown in Fig.
2.6, itstransmit chain includes a power amplifier (PA), an oscillator [31] and a digital base
band (DBB) (the encoder is a simple cyclic redundancy check encoder). Its receive chain
includes a RF frontend (including an envel ope detector) and a DBB. On-off Keying (OOK)
modulation is used inside the DBB.

This PHY has five operation modes, which are shown in Fig. 2.7 (taken from [30]).
The transmit (TX) mode and the power-off (IL) mode are among the operation modes. The
other three operation modes are related to the DBB in the receive chain. When areceiving

node monitors the channel to look for incoming packets or a sending node does carrier



2.3. ABSTRACTED MODELS 34

M etwrork

osC |
— Encoder I Matching

l LNA
, Envel
RF Filter A | RFFiltr | BV0P — :}J [ — oDee

fclock

Figure 2.6: The transmit and receive chain

sensing, the DBBs in their receive chains do the same thing: measure the received signal
strength and compare it to athreshold. This modeis called the monitor (MN) mode. When
a packet is received, the DBB first needs to process the PHY header in the packet to do
synchronization and acquisition. Thismode is called the acquisition (AQ) mode. After the
header is processed, the DBB demodul ates the rest of the packet. This mode is called the

receive (RX) mode.

2321 Thepower profile

The power profile is obtained from the power consumptions of the componentsin each
operation mode. Since no advanced codes are used, the power consumption of the DBB in
the transmit chain is negligible. Because OOK is used, the PA needs to be on only half the

time. Hence the average power consumption of the PA is:

1 P,
Prpa= % : ;ad

(2.1)
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where P,,, istheradiated power level, ) isthe power efficiency of the PA and y istheratio
of the power consumption of the PA between the off and on state. Besides the oscillator,
there are other components (e.g. buffer) in the transmit chain whose power consumptionis
independent of the radiated power level. For the sake of simplicity, Pr . IS used to denote
the sum of the power consumption of the oscillator and the power consumption of all those
components.

Thus the power profile of thisPHY is obtained as:

Pro= X b, 22
Prm = Prrr+ Prpm (2.3)
Pracq = Prrr+ PrBB.acq (2.4)
Pr, = Prrr+ Prppr (2.5)
Py = 0 (2.6)

where Pr, Pgm, Pracqy Prr @d P,s; are the power consumption of this PHY in the
transmit, monitor, acquisition, receive and power-off mode, Py _rx iSthe power consump-
tion of the RF frontend in thereceive chain and Pr_gp_m, Pr_BB.acq Pr.p5.r € the power

consumption of the receive chain DBB in the monitor, acquisition and receive mode.

2.3.2.2 Impact of theradio datarate

The radio data rate has different impact on the power consumption of different com-
ponents. The power consumption of the RF frontend in the receive chain is relatively

insensitive to the data rate, since a high-speed A/D is not used in this PHY. The same is



2.3. ABSTRACTED MODELS 36

> AQ

MN

Figure 2.7: The operation modes

true for the power consumption of the oscillator. The power consumption of the DBB inthe
receive chain increases linearly with the data rate since its clock frequency is proportional
to the data rate. Lastly the power consumption of the PA increases only sub-linearly with
the datarate. Thisisexplained as follows.

The radiated power level required to reach areceiver at distanced is:

(4rfe)’-L'-S

Pra =
! Gt . Gr 2. don_2

" 2.7)

where n is the path loss exponent, S is the receiver sensitivity, d, isthe close-in reference
distance, G isthetransmitter antennagain, G, isthe receiver antennagain, L' isthe system
loss factor, ¢ isthe speed of thelight, and f. isthe carrier frequency in Hertz.

The receiver sengitivity is the minimum received power needed at the input of the en-

velope detector for atarget bit error rate (BER). The input Signal to Noise Ratio (SNR) is
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therefore:

S
k-T-BW-NF

SNR;, = (2.8)

where k is Boltzmann’s constant, T is the absolute temperature in kelvin, BW isthe band-
width of the noise, NF' is the system noise figure. The envelope detector is a nonlinear
detector, so it changes the SNR of the signal that goes into it [32]. The relationship be-

tween itsoutput SNR, SN R,,.;, and SN R;,, can be approximated by the square law [29]:
SNR, = SNR;,? (2.9)

The output of this detector isthe input to the demodulator in the DBB. Modulation scheme
and error control codes determine the ﬁ—g required for atarget BER. The SN R,,,,; isrelated
to this f,—g as.

E, R

SNRoyt =

N, BBW (2.10)

where BBW isthe datafilter bandwidth.

If the radio data rate is increased by £ times, from (2.7)-(2.10), P,.q only has to be
increased by /k times to maintain the same target BER. Therefore P,,; only increases
sub-linearly with the datarate.

But it should be noted that the radio date rate can not be increased infinitely. The
envelope detector used in this PHY suffers from the inter symbol interference at higher
datarates. The highest data rate the detector can be used at is about 160 kbps. On the other
hand, if a more complex modulation scheme is used to increase the data rate beyond 160
kbps, P,.; may increase linearly with the data rate. In addition, going to a more complex

modul ation raises the noise floor.



2.3. ABSTRACTED MODELS 38

In general, other PHY s may have different componentsor operation modes. The impact
of the radio data rate on them may be different too. However, one can aways model them

by specifying the components, the operation modes and the impact of the data rate.

2.3.3 Channe models

A channel model will providethe average packet error rate from the channel impairment

Pkt_BER-
Two different channel models are used as examples here. One is the independent chan-
nel model, where the channel is independent between bits. The other is the Gilbert-Elliott

model, which models the fading channel.

2.3.3.1 Independent channel model

For a packet of length L, the probability that the packet fails is the probability that at
least one bit in the packet is wrong. Assuming the channel is independent from bit to bit,

one has:
preser =1 — (L —pp)" (2.11)

where p, isthe average BER of the channel.

2.3.3.2 Gilbert-Elliott channel modd

Fig. 2.8 (taken from [19]) shows how the channel quality varies with time in an indoor
environment. The measurements were taken inside the BWRC using the Pico Radio test

bed. When there were many people near the radios, the link quality deteriorated due to the
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Figure 2.8: Packet success rate as function of time

lossof theline of sight. But after those peopleleft, thelink quality increased, corresponding

to amuch higher packet success rate.

The simple radios used in sensor networks (to reduce cost and power) often result in a

channel that is either very good or very bad.

Therefore, a two-state discrete-time Markov chain called Gilbert-Elliott model [26] is
used to model this channel. The model, shown in Fig. 2.9, has two states. the good and
bad state. p is the transition probability from the good state to the bad state and ¢ is the

transition probability from the bad state to the good state.
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Figure 2.9: Gilbert-Elliott model

The stationary probability in each state can be obtained as:

p

wlbad) = T (2.12)
m(good) = z%q (2.13)

The channel in each state is an independent channel. If the BER in the good state is

denoted as p, and that in the bad state as p,, 5, the average BER is:

po = m(good) - py + w(bad) - ppp (2.14)

Usualy pye < ppi and the bad state corresponds to a deep fade. So the Gilbert-Elliott
model captures the bursty behavior of afading channel.

The average burst length, defined as the average time the channel staysin the bad state,
can be computed to be

Blbl] = 3 (2.15)

The simplified Gilbert-Elliott model further assumes that errors only occur in the bad

state. Asaresult, a packet is good only if it starts in the good state and stays in the good
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state, which happens with a probability of 7(good) - (1 — p)*~". Consequently, the average

packet error rateis:

Dkt.BER = 1— W(QOOd) ) (1 - p)Lil

Db 1 L—-1
= 1—(1—pp)-|1— C— 2.16
1 -n) ( I E[bl]) (210
In general, the average packet error rateis:
L
Pre.Ber = 1 — Z (1 — )" - (1 —ppp)" " (2.17)

Lg=0
where L, is the number of bits of a packet in the good state. It is not easy to find the
probability mass function of L.

By making p, = 0 and p,s = 1, the simplified Gilbert-Elliott model encourages the
use of the channel in the good state. So it favors designs that are opportunistic: use the
channel only when it is in the good state. In fact, it makes sense to do so. Even though
e < 1inthered life, attempting to use the channel in the bad state for transmissions or
retransmissions wastes a lot of energy and increases the offered load of the channel. Thus
the simplified Gilbert-Elliott model is a reasonable channel model to use.

One can see the impact of the average burst length on the average packet error rate in
Fig. 2.10. Theindependent channel model correspondsto the case when the burst lengthis
1. It can be seen that the average packet error rate drops exponentially as the average burst
length increases. So for the same average BER, the independent channel model is more
conservative than the Gilbert-Elliott model.

In summary, two channels are modeled in this section. Other channel models exist, for
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Figure 2.10: Impact of burst length on average packet error rate
instance the Rayleigh fading channel model. In any case, the goal of a channel model isto

determine the average BER. This concludes the presentation of the abstracted models. In

the next chapter, modelswill be built for the componentsinside the DLL.
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CHAPTER 3

ANALYTICAL MODELSFOR THE DATA-LINK

LAYER

This chapter continues the discussion on functional decomposition but focuses on the
models for the DLL components. For each DLL component, one or more designs have
been devel oped and modeled. Table 3.1 summarizes these design options. The description
of these designs and their corresponding models will be presented in this chapter. These
models, once built, will be integrated together with the abstracted models discussed in
Chapter 2, providing important information on the relationship between the total power

consumption and the design parameters.

3.1 Media Access Control Modds

MAC controls the collisions, so every MAC model computes the collision rate. As

examples, models of several commonly used MAC designs are given here. The first one

Table 3.1: Design examples modeled

DLL Design Examples

MAC | ALOHA, CSMA with hidden terminals, Multi-channel MAC
EC CRC

Link Positive Acknowledgment, Extended NACK

PM | Thefull duty cycle receiver, the cycled receiver, the preamble
sampling, the wakeup radio, Multi-channel PM
PC The optimal power level
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iISALOHA. The second one is carrier sense multiple access (CSMA) and the last oneis a

multi-channel MAC.

311 ALOHA

In ALOHA, basically no access control is performed. A node will access the channel
whenever it gets a packet from the network layer.
Assuming both the network traffic and the retransmission traffic are Poisson processes,

the collision rate (px;.coy,) for apacket of size L is

Nmsg NmSQ
Prt.cor, = 1 —exp {— [Z(gz - L;) + Z gi- L
i=1

=1

. N}i;t} (3.1)

Here V.5, isthe number of message or packet types, g; isthe offered load of the packets

of typei, N;,; isthe number of interferersand R isthe radio data rate.

3.1.2 Carrier sense multiple access

In CSMA, anode monitors the channel before each transmission. If the channel isidle
(i.e. no carrier is sensed), the node sends its packet. Otherwise it waits until the channel
becomes available, after which it will perform arandom back off.

There are two sources of collisionsin CSMA. Firgt, collisions are caused by the hidden
terminals. When a node is sending a packet to another node, nodes outside the coverage
area of the sender, but inside the coverage area of the receiver, can not sense the ongoing
transmission and will cause collisions at the receiver if they transmit at this time. These

nodes are called the hidden terminals. For them, CSMA isthe same as ALOHA. Thus one
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can get the collision rate for the hidden terminals from (3.1) by replacing N;,; with N}, ,
the number of hidden terminals.

Secondly, collisions may also happen due to the propagation delay 7. There are two
such cases. Thefirst case is: a node has a packet to send within 7 seconds of the start of
the ongoing transmission. Due to the propagation delay, the node is not able to sense the
current transmission. Consequently, it will go ahead to send its packet, causing collisions.
The collision rate in this case is given by [25]. Let T,; be the time that a packet of size
L uses the channel, when T approaches 0, the collision rate in [25] goesto 0. In sensor
networks, the range of aradio istypically short, hence - < T,. For example, if the range
is10m, 7 isonly 33 ns. On the other hand, given a 100 kbps radio and a packet of 200 bits,
T, is2 ms. Therefore the collision rate is negligible in this case.

The second case is: a node finishes its back off before the other nodes, so it gets the
channel. But another node finishes its back off within 7 seconds of the first one. The
collision rate due to back off is1 — (1 — =)™.. W is the back off window size and N, is
the number of nodes performing back off. The above collision rate can be approximated by
w NV » Wwhen 7 issmall compared with W. In sensor networks. W is usually in the order of
ms, so thiscollision rateis very small aswell.

One can conclude from the above discussions that in sensor networks, the dominant
source of collisionsin CSMA is the hidden terminals. Therefore, he can approximate the

collisonratein CSMA by the collision rate for hidden terminals.

Nmsg NmSQ
Prt.cor, =1 —exp {— [Z(gz L)+ > gi-L
i=1

=1

Ny,
: ﬁ} (32
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Since N, istypically lessthan ahalf of N;,; , the collisionrate of CSMA isgenerally lower

than that of ALOHA.

3.1.3 Multi-channel media access control

A multi-channel MAC uses more than one channel to do the access control. In each
channel, a traditional single-channel MAC (e.g. CSMA) isused. In generdl, if there are
N, number of channels, one way isto assign V. of them to the control messages and the
rest of them to the data packets. Another way is to mix the control messages and data
packets in every channel. It is not difficult to compute the collision rate in either case. In
the following, CSMA is assumed to be used in each channel.

If the control messages are separated with the data packets, the collision rate of acontrol
packet can be computed using (3.2) with the offered load being the offered load of all the
control messages divided by V. . One can compute the collision rate of a data packet in a
similar way.

If the control messages are mixed with the data packets in every channel, one just need
to divide the offered load by N, in (3.2) to get the collision rate. As one can see, the
availability of additional channels reduces the traffic in each channel, resulting in a lower
collisionrate.

Three MAC designs widely used in wireless sensor networks are modeled in this sec-
tion. From these three exampl es, one can see aMAC model isto compute the collision rate

based on a set of parameters. Some of these parameters are specified by the other layers
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(e.g. radio datarate), while others are determined by the other DLL components (e.g. the
offered load). The message here is that no matter what a MAC design is, a model can be

built for it, specifying the relationship between the collision rate and other parameters.

3.2 Error Control Mode

As described in Chapter 2, the EC component is to detect and/or correct errors in a
packet. An example of error detection codes is given here, while forward error correction
(FEC) codes will be discussed in Chapter 6.

One of thewidely used EC designsin wireless networks is the cyclic redundancy check
(CRC) code. The CRC encoder and decoder can be easily implemented using shift reg-
isters, so the energy overhead of its circuitries is minimum. The CRC is very effective at
detecting errors, especialy the burst errors. Below the error detection probability of the
CRC is derived.

For CRC-k, all error bursts of length no larger than k£ can be detected. However, error
bursts of length k& + 1 may not be detected. The probability of not being detected is 2,%_1
Error bursts of even larger length have actually smaller probability of not being detected,
which is given by Zik . It should be noted here that the detectable bursts of length larger
than k include the end-round bursts of length no larger than k. The average probability of

an undetected error is computed as.
PE) = -0 (3:3)

where (3 is related to the channel and the packet size. It can be evaluated as follows for a
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channel that is independent from bit to bit:

_ 1—(1=—p)r—L-py-(1=p)l - (1=2-pp)
T (1= py)i

B (3.4)

Here L isthe packet size and p;, isthe average BER. It iseasy to show that if p, < %, B <1,
so the average probability of an undetected error is upper bounded by 2% Normally py in
the wireless channel isin the range of 10=4 to 10=3. In thisrange, the upper bound is quite
loose. Thiscan be seenin Fig. 3.1. Fig. 3.1 adso showsthat 3 is not very sensitive to k.
For the simplified Gilbert-Elliott channel model, 5 can also be obtained using the similar
approach.

As seen from thisexample, the outputs of a EC model include the average probability of
CRC-k
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Figure 3.1: 5 asfunction of bit error rate
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an undetected error. The size of a packet is obviously modified through coding. In general,
the power consumption of the encoder and decoder are the outputs of a EC model as well,
which can not be ignored if FEC is used. The probability of a codeword error is another

output of the EC model if FEC is used.

3.3 Link Layer Models

There are many waysto design alink layer. For illustration purposes, two examplesare

provided in this section.

3.3.1 Link layer 1. positive acknowledgment

A four-way handshake is used in this link layer, as shown in Fig. 3.2. Before sending
the actual data, a node first sends a setup request to its receiver. If the receiver is ready,
it will respond with the ready message. Normal data transfer and acknowledgment (ACK)
then follows. Assuming the receiver is always ready, the ready message is a positive ac-
knowledgment for the setup message, as ACK is a positive acknowledgment for the data
packet.

The number of transmissions for the setup, ready, data and ACK packet are denoted
8S Netup, Nready, N and Nacx correspondingly, While pi;_setup, Prtreadys Pri.a AN Driq
denote the corresponding probabilities for the setup, ready, data and ACK packet to fail
and to be detected by the EC component. If the pair of the setup packet and the ready

packet is defined as a setup session and the pair of the data packet and the ACK packet as
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Figure 3.2: UML sequence diagram of afour-way handshake

adata session, py; s and py,_ are probabilitiesfor a setup session and data session to fail.
Assuming the channel is independent between the packets, and a receiver is aways

ready, the average number of transmissions for each type of message can be obtained as

below:

1-— pkt-ssM
E Nse U = - 3.5
[ ! p] 1- Pkt_ss ( )
E[Nready] - E[Nsetup] . (1 - pkt_setup) (36)

1 — Py M
E[N] = 1 Dt : (1 - pkt_ssM) (37)

— Pkt_s

E[Nack] = E[N]- (1~ pria) (3.8)
Pkt.ss = 1- (1 - pkt_setup) ' (1 - pkt_ready) (39)

Prts — 1— (1 - pkt_d) : (1 - pkt_a) (3-10)
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M isthe maximum number of transmissions of the setup packet here, which isthe same as

that of the data packet, but they can be made different.

3.3.2 Link layer 2: extended negative acknowledgment

Improvements have been made to the link layer design in the previous subsection to
make it more robust. First, even though positive acknowledgment is still used for the setup
packets, negative acknowledgment (NACK) isused for the data packetsinstead. Thereason
isasfollows. It has not been considered so far that areceiver may not be ready. Thereceiver
may be in a state expecting only messages from a third node. Or it may not be able to get
a channel to respond. In both cases, even if there are no collisions, the packet transmitted
till fails. With a multi-channel MAC, there is an additional possibility that a receiver may
be on a different channel. When ACK is used, a sender pushes data to its receiver. If the
receiver isnot ready for one of the above reasons, the sender wastes energy in transmissions
and retransmissions. Furthermore, these actions increase the offered load of the channel,
resulting in higher collision rate. But with NACK, the receiver pulls data from the sender
instead, so it is always ready when the sender respondsto it with data.

The second improvement made is to send a group of ready or NACK packets instead
of only one ready packet or ACK asin thefirst link layer design. Thisis done to make the
reverse link more robust, so unnecessary retransmissions due to the failure of the ready or
NACK packets can be reduced.

The model for thislink layer is aso to find out the average numbers of transmissions



3.4. POWER MANAGEMENT MODEL 52

for al packets, which are summarized below:

1- pkt-ssM
E Nse U = - (311)
[ ! p] 1- Pkt_ss
1-— pkt-readyMT
E[Nready] — E[Nsetup] : (1 - pkt_setup) . 1— (312)
— Pkt_ready
1- pkt-sM M
EIN] = = (1 = press™) (3.13)
— Pkt_s
1 _ n
E[Nack] = (B[N] =1+ press™) - prea- 1 Pr-NACK (3.14)
— Pkt NACK
Pktss = 1— (1 - pkt_setup) ) (1 - pkt_readyMr) (315)
Prts = Dria- (1 — pkt_NACKM") (3.16)

where Ny 4ok isthe number of transmissions of NACK, pi: nvack IS the probability for
aNACK to fail and to be detected by the EC component, M, is the maximum number of
ready packets sent per session and M, isthat of NACK packets.

One can learn from the above two examples that the average number of transmissions
of al packets can be determined from the probabilities of detected failure of the packets.
Different link layer designs only make the relationship between the inputs and the outputs

different.

3.4 Power Management M odel

In the following, several PM designs used in sensor networks are introduced, together
with thelr models. Again there can be many other ways to design a PM, but the point here

is:
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Whatever a PM design is, amodel can be built, which will be integrated with the models
of the other components or layers, shedding light on the relationship between the total

power consumption and the design parameters, including those of the PM component.

3.4.1 Thefull duty cyclereceiver

The most popular PM design is not to do power management at all. In reference to the
duty cycle receivers discussed later on, this scheme is called the full duty cycle receiver
(FDCR), because areceiver is aways on in this scheme. In fact, the receiver is on even if
thereis no event in anetwork, consuming alot of power in the monitor mode. However, in
this scheme, the synchronization between a sender and itsreceiver iseasy since thereceiver
isaways on. As aresult, the delay due to the synchronization process is small. When the
network traffic rate is high, the overhead of synchronization does not pay off so the FDCR

isindeed the best. Its results are summarized bel ow:

N,
1 msg
ho= 5 Z (9: L) (317)
1 Nmsg
b = NNPE : ; [9i - (Li — Lonp)] (3.18)
1 Nmsg
tacg = NNPR : ; gi* Loup (3.19)
tmn = 1- (tt + tr + tacq)

Heret,, t,, t., andt,,, arethe corresponding average percentage of time a node spendsin
the transmit, receive, acquisition and monitor mode, Lo p iSthe size of the PHY overhead

and Ny p isthe number of physical neighbors.
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One can see from the above results when the network traffic rateislow, ¢,,,,, will be the
highest. At the same time, the radio range is short in sensor networks. Consequently, the

power consumption in the monitor mode dominates the total power consumption.

3.4.2 Thecycled receiver

The cycled receiver is one of those PM designs seeking to reduce the power consump-
tion in the monitor mode [28]. Fig. 3.3 shows how it works. A receiver isonly on for a
short amount of time 7,,, in every cycle T'. So when there is no event in a network, the re-
ceiver can sleep most of thetime. But here arises aproblem, for when a sender has a packet
for this receiver, the receiver may not be on at the time. So before each data transmission,
a sender needs to send a series of beacons to its receiver until the receiver wakes up and
responds. Thisis how a sender and its receiver get synchronized, after which the normal
data transfer procedure follows.

The cycled receiver reduces the power consumption of areceiver, at the cost of asender.

The penalty a sender has to pay is the power consumption needed to send the additional

Cycled receiver

Ton Bt
X e

RY [ il

ry
¥

Figure 3.3: The cycled receiver
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beacons and to monitor the channel until its receiver wakes up. But the sender pays this
penalty only when it has a packet to send. In sensor networks, the network traffic rate is
low, so the cycled receiver has lower power consumption than the FDCR.

The original scheme shown in Fig. 3.3 has been improved to increase the number
of candidates who can forward the received packet. Instead of sending the packet to a
particular receiver, a sender can send its packet to the first available receiver in a target
direction (—6,42, 9maz) - NOt Only does this help to reduce the synchronization time, but it
also increases the reliability. The model for thisimproved scheme is described next.

Ny, the number of neighbors active during an access window starting from the time a

sender has a packet to send, is computed as:

— Ton + taccess

Ny -

Ny (3.20)

wheret,...ss 1Stheaccess window width. Assuming the neighborsare uniformly distributed
in the coverage area and all active neighbors in the target direction are candidates, the

number of candidates, N qndidates, IS

N
Ncandidates = TN ’ emaaz (321)

Assuming the network traffic is a Poisson process, the number of beacons a sender needs
to transmit until the candidate : wakes up (IV;), is arandom variable uniformly distributed
between 1 and Tln given that the sender has at least one packet from the network layer.

Hence

1 T

E[min(N;)] ~ Noo 1T

(3.22)
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when Tfn > 1. It follows that the mean time that a sender needs to wait until the first

candidate wakes up (t,,) is:

T

Ety|l=————.
[ ] Ncandidates + 1

(3.23)

Based on these results, the average percentage of time a node spends in each operation
modeis derived as:
Nmsg T

1
ty = —=- ’LLZ + Gsetup *
= g 2 L) gy 2 (A, +1)

™

(3.24)

1 T, L
ty = —- .- (Li— L Nyp - -2 Z5Ctup 3.25

R ; [9i - ( oup)| + Nnp T R Gsetup ( )
1 Nmsg

teg = 3 ;gi-Lom (3.26)
T. T. T

tmn — - + setup * — + 327
T Jsetup (2 2_(%.9”1%_’_1)) ( )

Here g,y 1S the offered load of the setup packets and 6,,,,, is the maximum angle of the
target direction.

One can see from the above equations that when T' increases, the time in the transmit
mode and part of the time in the monitor mode go up since the sender has to send more
beacons and spend more time to monitor the channel. On the other hand, its receiver can
sleep more, reducing its part of monitoring time. What is more, there will be fewer nodes
awake in the neighborhood to overhear the beacons (the beacons are broadcasted). So an
optimal 7" existsand it can be found by using an * optimization after integration” technique
described in Chapter 4.

One can aso see from the equations that an optimal 77, existswhich isvery closeto O.
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But T, inthe cycled receiver can not be made arbitrarily small. 1t islower bounded by the

time needed to send and receive a beacon.

3.4.3 The preamble sampling

The preamble sampling goes a step further in the tradeoff between the energy spentina
sender and its receiver, allowing oneto reduce 7, by nearly 30 times. Fig. 3.4 shows how
it works. A sender precedes every data packet with a preamble (or busy tone). A receiver
wakes up periodically to sample a preamble. If the receiver detects a preamble, it will stay
on to receive the forthcoming data packet. Since the sampling of a preambleisthe same as
carrier sense, 1,,,, can be made as small as one-bit duration.

The results for the preamble sampling are given below:

N,
1 msg
ty = E . ; (gz : Lz) + Gdata * Tp (328)
N,
1 «— Laata — Lonp
t, = —- i - (L — L Ny — 1) gigte - ——————  (3.29
R ;[9 ( onr)] + (Nn ) - Ydat R ( )
Nmsg
L 1 I Ne—1 Lonp 3.30
acqg = ﬁzgz OHP"‘(N_)'gdata'T (3.30)
i=1
T T
ton = —2 + Ny - Gdata * —= 331
T, + NN * Gdat 9 ( )

The preamble sampling is better than the cycled receiver when the network traffic rate
islow, becauseits Ty, can be made much smaller than the T,,, used in the cycled receiver.
It is better for broadcasting traffic too. As long as the length of the preamble is no less
than the sampling period, every neighbor can detect the ongoing transmission. But for the

cycled receiver, there is no guarantee that every neighbor will get the beacon unless the
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F Y
¥

Figure 3.4: The preamble sampling

sender sends a busy tone for aduration of 7'.

The drawback of the preamble sampling is that the problem of overhearing (every
neighbor is waken up even though the data packet is meant for only one of them) or false
aarmisalot worse. Thisbecomes a problem when anetwork isvery dense. The overhead
of the preamble sampling on the sender side isfixed, no matter when the receiver wakes up.
On the other hand, the overhead of the cycled receiver (theimproved version) on the sender
sideisclosely related to the time between the instant when the sender has a packet to send
and the instant when the first receiver wakes up. Thistimeis arandom number with mean
of % if there is only one candidate. But if there are more candidates, as shown in (3.23),
the mean goes down with the number of candidates, N ...didates, 8 m So the cy-
cled receiver can benefit from the increase of the number of candidates while the preamble
sampling can not. Therefore, the cycled receiver outperforms the preamble sampling when

anetwork isvery dense.

From the above discussion, one can also know the NV in the preamble sampling is:

Ny = Nnp (3.32)
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Similarly an optimal 7, exists and can be calculated easily in close-form as:

P m 'j;n
Tyoopt = fom ——onp (3.33)
(Pr+ Ny - 5™) " gdata

344 Thewakeup radio

In the wakeup radio approach, an extraradio is used to constantly monitor the channel
and wake up the main radio when a packet is coming [5]. This extra radio, called the
wakeup radio, can be designed to consume much less power than the main radio, since it
does not need to have al the functions of aregular radio. So even though it is constantly on,
the pay off isjustified. Just like the FDCR, the receiver is always available to receive the
packets, so the delay is much smaller than that of the duty cycle receivers. But some kind
of synchronization is still expected between a sender and the wakeup radio at its receiver,
adding energy and delay.

The results for the wakeup radio scheme are listed bel ow:

Nmsg

'Z(gz"[/i)

=1

Q —

= =

Nmsg

Y g+ (Li — Lonp)] (3.34)
=1
Nmsg

> 9+ Lonr (3.35)
=1

==

tacq

=vl e

tmn Of the main radio will be zero. But the power consumption of the wakeup radio,
Pyakeup, Will be added to the total average power consumption instead.
So far it has been assumed that only the intended receiver will be waken up. If a

designer does not put the destination information into the wakeup signal to simplify the
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design of the wakeup radio, P,.ke., Will reduce at the cost of more false alarms. The

resultsin this case are the same as those of the FDCR with the exception of #,,,,, .

3.4.5 Multi-channel power management

If there are more than one channel available, the handshakes in the link layer can be
used to further reduce the overhearing (false alarm): the control messages use a dedicated
channel and a receiver turns on its data channels only if a setup session (in the control
channel) is successful. As aresult, overhearing only happens in the control channel. The
results presented earlier can be modified slightly to only consider overhearing of the control
messages.

Even though many commonly used PM designs in wireless sensor networks are de-
scribed in this section, it is not the intent here to enumerate every PM design for WSNs. In
fact, there may be other PM designs. The goal of this section isto show an analytical model
can be built for aPM design, which isthe first step of atwo-step modeling approach to the
most important problemin WSNSs. It will be shown in Chapter 4 that all these different PM

models have in fact one universal interface.

3.5 Power Control Mode

The PC component, as said in Chapter 2, sets the radiated power level. A PC model is
therefore to establish the relationship between this power level and other parameters.

Here a particular power control design is used as an example. Thisdesign is based on
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the algorithm proposed in [11]. Instead of attacking directly the problem of obtaining con-
nectivity, which is a much harder problem to solve, [11] assumes a network is connected
and reduces the radiated power level as much as possible while still maintaining the con-
nectivity. The problem with this schemeisthat when anetwork is dense, the radiated power
level isreduced so much that the number of hops needed to go from a sourceto its destina
tion will be so big that the total energy from the source to the destination is actually higher.
But the algorithmin[11] can be improved by setting aminimum radiated power level. This
threshold is chosen to be the optimal radiated power level, defined as the radiated power
level associated with the minimum total power consumption.

How does one model such a PC design? First it needs to be pointed out that the optimal
power level isfixed and same for all nodes. Furthermore, when a network is dense enough,
most of the nodes in the network will be operating near the optimal power level. This has
been verified by network simulations with a network density of average 0.25 nodes per
square meter and with nodes randomly placed, a typical scenario in sensor networks. For
the sake of simplicity, every node is assumed to use the same fixed power level in the PC
model.

This chapter concludes the description of the functional decomposition step of the two-
step modeling approach. One can not help noticing that after the decomposition, it has
become a much more manageable task to develop the analytical models for the resulting
components and layers. Indeed, the examples in this chapter and Chapter 2 demonstrate

this point. However, one can not stop here. These models must be integrated for one to see
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how the overall power consumption is related to the design parameters. Thiswill be done

in the next chapter.



63

CHAPTER 4

INTEGRATION OF MODELS

This chapter is the most important chapter in this dissertation. It includes the main

contributions of thisresearch.

After developing models for each component, it is crucia to integrate them together to

link the total power consumption to the design parameters of these components.

It turns out that this integration procedure can be made relatively independent of the
actual designs used for the components. As in the integration of software components,
the interface of every model needs to be decided first in this integration process. As a
matter of fact, an interface can be easily obtained by looking at the inputs and outputs of
an analytical model and finding the union of inputs/outputs for various designs. Once the
interfaces are determined, the interactions between the models can be studied. The total
power consumption can be evaluated from the design parameters after solving the closed

loops.

41 Mode Interfaces

To integrate the models, their interfaces have to be defined first. The interface of a
model specifiesitsinputsand outputs. Aninterface should not betied to only particular de-
signs, instead it should be true for all designs. One can verify the examplesin the previous

chapters do comply with the interfaces specified here.
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4.1.1 Mediaaccesscontrol model interface

The block diagram for the MAC isshown in Fig. 4.1. N,,,; isthe number of interferers,
g isthe offered load, R istheradio datarate, V., isthe number of channels provided by the
PHY and L are the sizes of the packets from the network layer and the components inside

the DLL, for example the link layer and PC. The output of the MAC isthe collision rate.

4.1.2 Error control model interface

Fig. 4.2 isitsblock diagram. Prcy isthereceived signal power level, p, isthe channel
BER before coding and L, , is the size of a packet excluding its PHY overhead and the
redundant bits added by the EC. The outputs of the EC include the power consumption of

the DBB (of the PHY) in the receive modes Py g, the probability for an undetected error

Number of interferers: N, .~ Offered load: g

Radio datarate: R

Packet sizes: L —
' MAC Number of channels: N,

|

Collision rate: p,

Figure 4.1: Media access control model
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P,(E), the probability of a codeword error P,, and thetotal size of a packet L.

4.1.3 Link layer model interface

Fig. 4.3 isthe black box view of any link layer. Its input is the probability of the
detected failure for a packet and its output is the average number of transmissions of that

packet.

4.1.4 Power management model interface

The component view of the PM isshown in Fig. 4.4. Nyp isthe number of physical
neighbors, g isthe offered load, ¢,....s iSthe access window width, R istheradio datarate,
tcs 1S the time needed to sense a carrier, Pyqkeup 1S the power consumption of a wakeup
radio, Loy p isthe size of the PHY header and L are the packet sizes. The PM has two

outputs: the number of active neighbors Ny and the average percentage of time a node

Received power P,

|

Packet size before BER before
coding: L, B Clanlinol coding : p,
Total Packet — P

size: L -

|

Probability of an undetected Probability of a
error in each packet: P (E)  codeword error : P,

Figure 4.2: Error control model
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Probability of the detected failure for each packet

|

Link Layer

|

Average number of transmissions

Figure 4.3: Thelink layer model

spends in each operation mode.

Number of physical Offered Access window:
neighbors: N,  load: g t

L

Packet sizes: L Power
—_—

— Radio data rate: R

T Carrier sense time: t,
Management  #— Wakeup radio power: P, 4.,

l l ™ PHY header size: Ly p

Number of active  ayerage percentage of time in each mode
neighbors: Ny,

Figure 4.4: Power management model
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415 Power control model interface

Its block diagram is shown in Fig. 4.5. D is the network density, GG is related to the
antenna gain, power efficiency of the power amplifier and the receiver sensitivity, n isthe
path |oss exponent, Py, isthe power consumption in receive modes, ¢, and t,, arethetime

anode spendsin receiving or overhearing. The PC outputs the radiated power level.

4.2 Interactions between the M odels

The interactions between the DLL models are summarized in Fig. 4.6. An arrow from
model A to B suggeststhat B dependson A.

In the following paragraphs, the interactions between each model and the other models
are discussed in details. The MAC model isinspected first. The MAC's output and that of

the channel (and also that of the EC if FEC is used) jointly determine the average packet

Network density: D

Time in J.
overhearing: t,, LiTransmit factor: G

—_—
Power control #—— Path loss exponent: n

w— Power in receive
Modes: Py

—_—
Time in _
receiving: t., l

The radiated
power level: P_,

Figure 4.5: Power control model
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error rate.

Assuming collisions happen independent of the channel errors, one has:

Pit = Pkt_BER + Pkt.cOL — Pkt_BER * Pkt.COL (4.1)

Among the packets corrupted, a fraction of them will be undetected, hence the probability

of detected failure for a packet is:

Prt = Dy - (1 = Pu(E)) (4.2)

whichistheinput to thelink layer model (Fig. 1.1). Therefore thelink layer model depends

on the MAC model.

DuTa—anInyer

Error Control |«

__,| Power control B » MAC
Power -« i
Management Link Layer |~

Figure 4.6: Interactions between the data-link layer components
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Asfor thelink layer model, its output, the average number of transmissions of a packet,

influences the offered load for that packet:

9i = Tn - E[Nj] (4.3)

where Ty is the average number of network events per second per node or the network
traffic density. Ty can be determined from the output of the PC model, which will be
discussed shortly.

At this point, it needs to be pointed out that the offered load is the input to both the
MAC model and the PM model (Fig. 1.1). Thisimplies that both models depend on the
link layer model and the PC model. As aresult, there is a closed loop between the MAC
model and the link layer model (Fig. 4.6).

The PC model outputs the radiated power level, which in turn determines the hop dis-

tance:

Prog Gy~ G- - dy"
dy = L, ’ (4.4)
(47ch) L5

wheren isthe path loss exponent, d, isthe close-in reference distance, G, isthe transmitter
antenna gain, G, is the receiver antenna gain, L' is the system loss factor, ¢ is the speed
of the light, S is the receiver sensitivity and f. is the carrier frequency in Hertz. The
hop distance further specifies the following two parameters. the number of the physical

neighbors Ny p and the traffic density. Ny p given by:
Nyp=m-D-dg’ (4.5)

is the input to the PM model. On the other hand, the traffic density, which both the MAC
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model and the PM model depend on, can be computed from the hop distance as:

Ty = E[APDR] (4.6)

4
du
where APDR is the average application data rate, or the average number of application
events per second per node, and d isthe mean distance between a source and a destination.

Furthermore, one can calculate the received signal power level at distance r, the input

to the EC moddl, as:
Prad : Gt ' Gr : 02 ' dOn_2
(4xf)?- L' - rm

Prcv = (47)

It followsthat the MAC, PM and EC model depend on the PC model. One of the outputs
of PM model is the average percentage of time a node spends in each mode, from which
one can compute the time the node spends in overhearing and receiving, the two inputs to
the PC model. However it must be noted here that only for certain PC designs, the output
of the PC model, the radiated power level, depends on these two inputs. So only for those
designs, there is a closed loop between the PM model and the PC model. An example of
such PC designsis: the radiated power level isaways set asthelocally optimal power level
for given t,, and t,,. Asgood as it seems, this design is not the best design for the PC,
which will be discussed in more detailsin subsection 4.3.2.

Another output of the PM model is the number of active neighbors. As with the PC
model, this output depends on the inputs: N yp and g only for some PM designs. One such
design isto always use the locally optimal duty cycle for given Nyp and g. Again it will
be shown in subsection 4.3.2 that this constraint actually drives the design away from the

real optimum.
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Lastly, the EC model has severa outputs: the probability of a codeword error Py, in-
fluences the average packet error rate while the probability for an undetected error P, (E)
impactsthe probability of detected failure for apacket. Hence the link layer model depends
on the EC model. The EC model aso influences the power consumption of the DBB (of
the PHY) in the receive modes Pr_, which in turn determines the power consumption
in these receive modes, the input to the PC model. Therefore there will be a closed loop
between the PC model and EC model if a PC design makesthe radiated power level depend

on the power consumption in the receive modes.

By now one has seen that the interactions between the components are so complex that
the availability of proper modelsis really appreciated. In particular, there is at least one
closed feedback loop involved: the loop of the MAC model and the link layer model.
For certain PC designs and PM designs, there are al'so a closed |oop between the PC and
the PM models, a closed loop between the PC model and the EC model and a bigger
closed loop containing all of the above three loops (Fig. 4.6). In the next subsection, the
fixed point theorems are used to address the closed loop problem. In subsection 4.3.2, a

technique called " optimization after integration” is introduced to simplify this problem:

it will be shown that many closed |oops can be opened.
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4.3 Closed Loop Problem

4.3.1 Fixed point theorems

The fixed point theorems are ideal for the closed loop problem mentioned earlier. In
the following it will be shown how they can be used to solve the closed loops.

Definition 1: (partial order) A relation “<” isapartial order on aset Sif it has:
1. Reflexivity: a < aVa € S.

2. Antisymmetry: o < bandb < a = a = b.

3. Trangitivity: a < bandb < c=a < c.

A partialy ordered set isalso called aposet. A set with abottom is a poset.
Definition 2: (chain) A chainisafully ordered subset of a partially ordered set.
Definition 3: (CPO) A set isacomplete partially ordered (CPO) set if every chainY in
the set has alowest upper bound, denoted by \/(Y"), and \/(Y") isinside the set.
Definition 4: A function f ismonotonicif f(z,) < f(z2) for any z; < x.

Definition 5: A function f is F-continuous if for every chain Y ina CPO, \/(f(Y)) =

FVY)).

Theorem 1 The set which the packet error rate vector belongs to is a CPO.

Proof: Since the packet error rate is a probability, the vector of the packet error rates
of all packet types belongs to the set [0, 1]V==s, where N,,,5, isthe number of packet types.

This set isreal-valued, closed, and partially ordered with (0,0, . .., 0) (denoted as 0) asthe
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bottom and (1,1, ..., 1) asthe top. From Definition 2, every chain X, in [0,1]V" isa
non-decreasing sequence. A non-decreasing sequence bounded by (1,1, ..., 1) hasalimit,
which is also the lowest upper bound of the sequence. In addition, [0, 1]V is closed, so
thelimitisin the set. In conclusion, every chainin [0, 1]+ has alowest upper bound and

the lowest upper bound isinside the set, so [0, 1]V isa CPO.l
Theorem 2 A functionf is also F-continuous if it is both monotonic and continuous.

Proof: Given a chain #, in [0,1]¥==s | f(#,) is aso a non-decreasing sequence in
[0, 1]N¥mss since f is monotonic. From the proof of Theorem 1, a non-decreasing sequence

in [0, 1]¥==s hasalimit and the limit isits upper bound. Therefore,

lim (&) = \/(f(Z.))

n—o0

and

lim %, = \/(i"’n)

n— 00

f being a continuous function implies

lim f(Z,) = f(lim Z,).

n—o0 n—o0

It follows that

V(f(@) = lim (&) = f(lim &,) = f(\/(Z0))-

n—o0 n—o0

By Definition 5, f is a F-continuous function.ll

Theorem 3 (Brouwer’s theorem) Every continuous mappingf a closed n-ball to itself

has a fixed point.
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Theorem 4 (Banach’s fixed point theorem) If X is a CPO with bottamandf : X — X
is F-continuous, thery has a least fixed point and one can find: constructively by

obtaining the lowest upper bound of the following chajn:, f (L), f(f(L1)),...}.

Next, these fixed point theorems are used to solve the closed loop problem, starting with
the case there is only one closed loop, which is the loop containing the MAC and the link
layer model. Inthiscase, f iscontinuous. By Brouwer’s theorem, at least one fixed point
exists. Inaddition, f ismonotonicin most cases (except When py; y ac ik and/or pyy_sery, are
closeto 1). Theintuition behind this conclusion is as follows: when the packet error rates
for all packets X increase, generally the numbers of transmissions for all packets go up.
As aresult, the channel gets more crowded and the packet error rates for al packets f ()? )
will be higher. If f isboth monotonic and continuous, by Banach’s fixed point theorem,
one can always find the least fixed point of the packet error rate vector by starting at 0 and
keeping applying function f toit. Thiscan be easily done using MATLAB. In summary, to
solve the closed loop problem, it is only required that the MAC function and the link layer
function are monotonic and continuous. Exactly what designs are used for them does not
matter.

When there are more than one closed |oops, one can still use the same approach to find

the fixed point.

The constraint on each individual component is that the function that maps the inputs to

the outputs needs to be both monotonic and continuous.

In another word, the least fixed point can be found if the designs for all DLL compo-
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nents satisfy this constraint. Since for all designs, the corresponding functions are contin-
uous, the real constraint is that these functions need to be monotonic. The MAC designs
described in Chapter 2 satisfy this constraint; the link layer designs satisfy the constraint
if prevack andlor iy serp are not closeto 1. A subset of PM designs also has monotonic
functions. For instance, if a PM design uses alocally optimal duty cycle based on given
Nyp and g, when the input ¢ increases, the duty cycle increases, resulting in a higher num-
ber of active neighbors ( output of the PM model ). However, the PC model is not always
monotonic. If a PC design is used which locally optimizes the radiated power level based
on thetime anode spendsin overhearing ¢, €tc., whent,,, increases, thelocally determined
optimal power level will decrease instead to reduce the number of nodes overhearing.
There are many closed loopsin Fig. 4.6, can some of them be opened? The answer is
yesif one can choose designs that open the loops from inside the blocks. The next question
isif these designs consume more power than those who do not open the loops. The answer
isno if an “optimization after integration” technique is used. With this technique, al the
closed loopsin Fig. 4.6 can be opened except the one shown with athick line. In addition,

the resulting total power consumption is the lowest one can get.

4.3.2 Optimization after integration

As mentioned earlier in this thesis, many designers tend to design a component in an
isolated fashion. The optimizations they did were therefore at the local level, resulting in

a constraint between the inputs and outputs of the component. If the optimizations were
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not done at the local level, many of the closed loops could be opened. The fixed point
theorems can be used to deal with the remaining closed loops and integrate the models
to compute the overal power consumption, after which the overall power consumption
can be optimized by choosing the design parameters accordingly. In contrast to a local
optimum, a global optimum is obtained here. The above technique, called “optimization
after integration”, takes advantage of the integrated nature of this modeling framework,
and attemptsto remove the constraintsin the model s as much as possible before integration:
it will remove every constraint unless the constraint is the result of the laws of physics or
the resulting design (after removing the constraint) isimpractical.

Here an example is used to show how thisis done. In this example, the MAC design
is CSMA, the link layer uses extended NACK, and the PM is the cycled receiver. All
these designs are described in Chapter 3. The optimization goal used is the average power
consumption per node, which is defined to be the total power consumption of all the nodes
in the network divided by the number of nodes. Given the power profile from the PHY
and the average percentage of time a node spends in each mode from the PM, the average

power consumption per node can be easily computed as:

E[P]:PT'tt+PR_r'tr+PR_acq'tacq+PR_m'tmn (48)

One first sets a radiated power level, from which Nyp and Ty can be determined using
(4.4)-(4.6). Next he picksa T for the cycled receiver and computes Ny using (3.20). For
given Ty and Ny, the iterative method in the previous subsection is used to find the least

fixed point for (3.2) and (3.11)-(3.16). Once the fixed point is found, the average number
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of transmissions for every type of packet is known, so the offered load for a packet can be
obtained using (4.3). Now (3.24)-(3.27) can be used to compute the average percentage
of time a node stays in each mode, after which the average power consumption can be
computed from (4.8). Following the steps outlined above, one can calculate the average
power consumption for every pair of (P,.q4, 7). Consequently, he can numerically deter-
mine the optimal radiated power level and duty cycle that result in the lowest average power
consumption.

In the above example, only one closed loop needs to be solved. Why does this tech-
nique lead to the lowest overall power consumption? In constrained optimization, the fewer

constraints an optimization problem has, the more optimal its solution will be.

Since the “optimization after integration” technique removes the constraints as much as

possible, the resulting overall power consumption can only be lower.




78

CHAPTER S

VERIFICATION OF THE MODEL S

In this chapter, the models are first used to obtain several important design metrics.
Afterward, the models are verified by comparing their results on these design metrics with

those from the network simulations.

51 Design Metrics

Many design metrics of interest can be obtained after the integration of the models. For
example, the average power consumption can be obtained from (4.8). Quality of Service
(QoS) metrics, including the average packet loss rate and average delay, are important in
sensor networks too. One must reduce power consumption without sacrificing the QoS.
Consequently, it is important to evaluate the average packet loss rate and delay together
with the average power consumption. The modeling framework introduced in the preceding
chapters can provide QoS metrics as well. Several simple examples are given below to
make this point.

First, the average packet lossrate for alink layer using extended NACK ( described
in Chapter 3) isevaluated. If the probability that a data packet failsis denoted as p; 4/, one
can get:

Prtd = Prrd - (1 — Pu(E)).
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The packet loss rate for the above link layer is obtained as:

Prtdoss = Drtss +(L—=Drss™ ) [Pres™ +(L=pres™ ) - (Pred’ - Pu(E) +PraPrenvack™™)]
(5.1

The energy per useful bit is a metric that reflects the overall effect of the energy
consumption and packet loss rate. It is defined as the ratio between the average energy

spent in acycle and the number of information bits successfully sent in the cycle:

E[P]

Ep, =
’ TN * LN . (1 - pkt-loss)

(5.2)

where Ly isthe network packet size.
As another example, the average delay ¢, associated with a design using the CSMA
and the link layers in Chapter 3 can aso be computed. If ¢p et aNd tp_ga, denote the

delay in the setup phase and data phase correspondingly, ¢, is computed as:

tp = 2tD_setup + 1D data-

tD_setup AN L p_gatq CaN be evaluated as:

LS@ U + Lrea W
tD-setUp = E[Nsetup] : ( e R L + ? -« My, - Psetup_busy>
TST’
b (B W] - 1) (14 ) 53)

Lgota w
2tD_da,ta, — E[N] . (;%t + (E[N] - 1) . (Td + 7 : bk * Pdata-busy) (54)

where W isthe back off window size, M, isthe maximum number of back offs, Psetup busy
(or Pyatq busy) 1S the probability that the channel is busy when a setup (or data) packet is
sent. When asetup packet needs to be retransmitted, the sender waits 7' time and additional

random time up to T,.. Similarly, T, is the time between data packet retransmissions.
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For other designs, the QoS metrics can a so be derived accordingly.

5.2 Verification of the M odels

In the analytical models, a number of assumptions have been made, some of which

might be simplifications. Examples of such are:

e Retransmissions are Poisson distributed

e Channel isindependent between packets

e Collisions are independent from channel errors

e Receiver isaways ready

The OMNET++ network simulation framework was used to verify the models. In the
network simulations, none of the above assumptionsare made. The network traffic model is
still assumed to be a Poisson process and the channel model isthe simplified Gilbert-Elliott
model, same as those used in the analytical models. For both approaches, the same PHY
and the same DLL are used. The DLL uses a two-channel CSMA as the MAC, extended
NACK as the link layer, the CRC as the EC, the wakeup radio as the PM and it uses the
optimal power level in the PC. A network of twenty four nodes is smulated for an hour.
Fig. 5.1 shows the topology of the network in OMNET++. The two icons with a bar are
the two channels used in the MAC.

Fig. 5.2 showsthe energy per useful bit obtained from both approaches. It can be seen

that even though these two represent different modeling approaches, their results match
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Figure 5.1: Network used to verify the models
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each other quite well. The same are true for the average power consumption and average
packet loss rate used to compute this energy per useful bit metric.

Lastly, the average delay is obtained from these two modeling approaches (shown in
Fig. 5.3). Here the traffic rate (x axis) is Ty. Again, the results of the two approaches
match each other quite well.

In conclusion, the results from the analytical models on four different design metrics
al come very close to those from the network simulations. As a result, one can have
confidence on these models. In the next chapter, analysis will be done using these models
and the guidelines obtained from the analysis will be shown to have a big impact on the

design of awireless sensor network.
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CHAPTER 6

ANALYSISAND DESIGN

The advantage of the established framework isthat arich amount of information can be

obtained. The information obtainable includes but is not limited to:

e Theimpact of any design parameter on the energy or QoS metrics

e Comparison between two designs

e L eadsto more power-efficient designs

There is no doubt that this framework gives designers deep insight into the design of

wireless sensor networks.

But the next question is what a designer can do with it. Can he use the rich amount of
information provided to make a big impact to the design of wireless sensor networks?

The answer isyes. This framework helps designers on the the selection of design op-
tions and the choice of design parameters. It also enables them to use the information
from existing designsto invent new ones and verify the performance of those new designs.
Furthermore, how to manipulate the information is up to the designers, who can be very
creative. The outcome of using this framework is therefore far beyond what have been
mentioned so far. In the following, severa examples are given to demonstrate the impact

of thisframework on the design of the different parts of awireless sensor network.
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6.1 Impact tothe Physical Layer Designs

6.1.1 Impact of theradio datarate

Before this unified framework is established, designers were confronted with many
guestions that they do not have enough information to answer. For example, one question
iswhat datarate should the radio uses. On one side, the radio becomes more complicated to
support a higher data rate; on the other side, a node can reduce its duty cycle with a higher
datarate. A designer can hardly make a decision at this level. This framework however
can aid him in reaching a decision for any given radio architecture, as illustrated in the
following example.

The choice of the radio data rate has impact on many parts of a system, including the
PHY, the PM and the MAC. The integrated modeling framework developed can be used
to demonstrate the overall effect of the radio data rate on the average power consumption,
given obviously the modeling constraints. The results are shownin Fig. 6.1.

Chapter 2 has discussed the impact of the radio data rate on the PHY used in this
analysis. The results are repeated here: the power consumption of the RF frontend in the
receive chain and that of the oscillator [31] are relatively insensitive to the data rate. The
power consumption of the digital base band (DBB) in the receive chain increases linearly
with the data rate. Lastly the power consumption of the power amplifier (PA) increases
only sub-linearly with the data rate.

The effect of the data rate on the PM is as follows. when the radio data rate is in-

creased, a node will spend less time in transmitting and receiving. When the proper power
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Figure 6.1: Impact of the radio data rate

management is used, the time in the monitor mode will be reduced too.

The data rate influences the MAC too: the higher the radio datarate, the less time will
a packet occupy the channel, resulting in less collisions.

So when the data rate is increased, on one hand the power in each mode increases; on
the other hand, the time that a node stays on will be reduced and less energy will spend
on retransmissions. One cannot see the overall effect without using an integrated modeling
framework.

Fig. 6.1 shows that for the cycled receiver the overall effect is that the average power
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consumption goes down when the data rate increases. But the opposite is true for the
full duty cycle receiver (FDCR). This is because the time a nodes spends in the monitor
mode dominates in the FDCR and does not decrease with the data rate. Consequently, the
average power consumption goes up instead. One may conclude from Fig. 6.1 that with
proper power management, using the highest radio rate possible is always a good thing.
However, as pointed out in Chapter 2, the radio date rate can not be increased infinitely.
The envelope detector used inthisPHY suffersfrom the inter symbol interference at higher
datarates. The highest data rate the detector can be used at is about 160 kbps. On the other
hand, if a more complex modulation scheme is used to increase the data rate beyond 160
kbps, P,,; may increase linearly with the data rate. In addition, going to a more complex
modulation raises the noise floor.

The above exampl e uses the devel oped framework to study the overall effect of the data
rate. In general, thisunified framework enables a system architect to understand the impact
of any key design parameter, who can then go one step further to make the right design

tradeoff.

6.1.2 Channel hop scheme and itsanalysis

Thefollowing design makes the tradeoff between the application layer and radio design,
to which thisintegrated modeling framework is essential.
The use of asimple LC oscillator enables the full integration of DBB and RF frontend

on asingle chip, the result of which isavery low cost and low power radio. Keeping the
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total cost of a sensor network the same, more sensors can be implemented to either have
higher fidelity sampling, or perform finer control. However, this ssimple LC oscillator has
such a large frequency variation that a receiver’s carrier frequency may be very different
from that of a sender, making the communications between them difficult. Therefore the
end-to-end packet loss rate has become a big concern.

Earlier results from the modeling effort of a cycled receiver suggest that using the first
available candidate provides alower packet loss rate than using a fixed candidate. There a
virtual channel between a sender and its receiver is defined. When the receiver is powered
off, the virtual channel is considered bad. In general, when the virtual channel between a
sender and areceiver isbad, it makes sense for the sender to use other candidates who have
agood virtual channel. Going back to the problem of using a simple LC oscillator, here a
virtual channel is regarded bad if the carrier frequency of the sender differs from that of a
receiver by an amount higher than the signal bandwidth.

Therefore the concept of a virtual channel can be generalized as follows: the virtual

channel between two nodesis considered bad if any of the following istrue:

the received packet is corrupted due to fading

collisions happen

the receiver is powered off

the receiver’s carrier frequency differs from that of the sender by an amount higher

than the signal bandwidth
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Similar to the case of a cycled receiver, a sender should send its packet to the first
candidate whose virtual channel is not bad. The details of this design are as follows. a
sender listens for the beacons from its neighbors. When a beacon is received, it assumes
the channel between the neighbor and itself is good. Among these neighbors, it will send
the packet to the one who is in the direction of the final destination and whose beacon
is received first. So only one neighbor will forward the packet. It will follow the same
procedure above to send the packet to the next node, until the final destination is reached.

Obviously the more candidates are available, the lower the packet loss rate. Hence in
the application layer, the design parameter, network density, has a direct impact on the
probability of outage, defined as the end-to-end packet loss rate. Fig. 6.2 shows the prob-
ability of outage as a function of the network density. The values of the parameters used
are. every sensor will generate data at an average application data rate of 1.5 packets per
second. The average distance between a sender and its final destination is 19 meters. Fur-
thermore, the maximum angle of the target direction is 60 degrees. The ratio between the
maximum frequency variation of the L C oscillator and the signal bandwidthis 100. Lastly,
the hop distance is set to 10 meters.

It can be seen from Fig. 6.2 that the probability of outrage goes down from more than
90% to well below 10% when the network density increases by 10 times from one node per
square meter. From Fig. 6.2 one can aso identify the minimum network density required
for a given outrage probability. For example, to maintain a outrage probability of 10%, a

density of at least six nodes per sgaure meter is needed. With lower duty cycle, thisthresh-
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Figure 6.2: Impact of the network density on the outrage probability

old increases because the effective density reduces. Consequently, a tradeoff can be made
between the power consumption (duty cycle), cost (density) and QoS (outrage probability)
based on application requirements. The framework developed can help designers making

this tradeoff.
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6.2 Impact tothe Data-link Layer Designs

6.2.1 Comparison of the wakeup radio to the cycled receiver

When a designer comes up with a new design, he always needs to compare it to the
best of the existing designs. More than often, one design is better than the other only under
certain conditions and worse otherwise. This modeling framework allows a designer to
evaluate his design of a component in the context of other components. Additionally it can
show under what conditions his design is better than an existing one. Here the comparison
of two PM designsis used as an example.

Fig. 6.3 shows under what conditions the cycled receiver is better than the wakeup
radio. For example, when the network density is 1 node/m? and the average application
datarateis 1.5 packets/s, the cycled receiver isbetter than thewakeup radio if the extraradio
used to do wakeup consumes more than 80.W . In other words, the Y axis of Fig. 6.3 is
thisthreshold. It changes with the average application date and the network density. When
the application data rate is lower, it is easier for the cycled receiver to beat the wakeup
radio. The cycled receiver can also take advantage of the increased network density. If
a network is more dense, for the same radiated power level, there are more candidates
available, enabling the cycled receiver to reduce the duty cycle of every candidate. Asa
result, the power consumption of the cycled receiver islower if anetwork is more dense.

One can see from the above example that if the extraradio used to do wakeup isto be
designed, this framework can point out the threshold below which the power consumption

of the extraradio hasto befor the wakeup radio scheme to be better than the cycled receiver
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Figure 6.3: Comparison between the wakeup radio and the cycled receiver

scheme. Generally speaking, thismodeling framework is able to help designers specify the

design requirements for any particular scheme.

6.2.2 Thejoint design of the power control and the power management

This example demonstrates that the framework is able to help designers to invent new

algorithms.
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6.2.2.1 ThePC-dominated interval and PM-dominated interval

The modeling framework is used to provide designers with information on how to de-
sign power control and power management in different network density regions. Using
the cycled receiver as the PM design and assuming Ny, the number of active neighbors,
remains constant, one can rewrite (4.8) intermsof d and 7" as.

E[p]zﬁ-dH"1+<-dH+£+% (6.1)

k is called the transmit coefficient and is related to the antenna gain, power amplifier effi-
ciency and receiver senditivity. ¢, named as the overhearing factor, isrelated to the network
density and the power consumption of the PHY in the receive (RX) mode Pr... p, the
energy floor, is related to the power consumption of the oscillator and that of the PHY in
al threereceive (RX, MN and AQ) modes. In addition, all of them are related to the appli-
cation data rate, the average end-to-end distance between a source and its destination (d)
and the radio data rate k. What one can see from (6.1) isthat as d increases, the power
consumption in transmitting and overhearing increases while the power consumption in
receiving reduces because the number of hops has becomeless. o isrelated to only Pg .,
and 7,,. Itisindependent of both d;; and T', while k, ¢ and p are independent of d; but
depend on T'. For the sake of illustration, they are assumed to be independent of T" for the
time being.

The sum of the first three terms in (6.1) relates to d only, so it is caled the PC-
controlled power consumption. Similarly thelasttermin (6.1) iscalled the PM-controlled

power consumption. When anetwork isinfinitely dense, the last term disappears because
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T isvery large. The optimal hop distance d . is defined as the hop distance that results
in the lowest overall power consumption while ensuring a connected network. The d 4y
when a network isinfinitely dense is denoted as d s7,,:_in £, Which corresponds to the lowest
PC-controlled power consumption.

For any network, dop: aNd dope inp divide dy into three intervals.

o If dy isbelow dypins, @it increases, T' can be made larger without sacrificing
the number of active neighbors, hence the PM-controlled power consumption will go
down. The PC-controlled power consumption decrease as well since dy; is getting

closer to dropt_in -

o If dy isintheinterval between dyopiins aNd dprope, 8Sit moves away from dyopy iny
and gets closer to dy,,:., the PC-controlled power consumption increases, but the
amount of this increase should be less than the corresponding reduction in the PM-
controlled power consumption so that the sum of the two still reduces. Thisinterval

is hence called the PM-dominated interval.

o Lastly if dy isgreater than dy,,:, the increase in the PC-controlled power consump-
tion is higher than the decrease in the PM-controlled one, asd ;; becomeslarger. This

interval istherefore called the PC-dominated interval.

Insummary, d ,,; IN COMPArison to d pp: in ¢ tells aperson information about where power
control and power management dominates. To gain insight to the design of the two for

different network densities, this modeling framework is used to produce Fig. 6.4, which
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highlights the comparison of d oy t0 dpropiins fOr different network densities. In Fig. 6.4,
the area above the d,, v.S. density curve isthe PC-dominated interval. The area between
the curve and the dashed line is the PM-dominated interval. It should be noted that in this
numerical result «, ¢ and p are not assumed to be independent of 7', nor is [V assumed to

be a constant. The cycled receiver uses the optimal duty cycle associated with each d .
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6.2.2.2 Thethreedesign zones

Fig. 6.4 shows the influence of the network density on dy,,;. One can see from Fig.
6.4 that there exist three areas. high slope linear, small slope and amost flat.

A network is sparse in the first area, where connectivity requirement dominates. In
this area, the hop distance that results in the lowest overall power consumption, computed
using the optimization after integration technique in Chapter 4, is smaller than d,,;,, the
minimum hop distance needed for connectivity. Hence d oy = dpnin. This explains why
duepr Changes linearly with the network density in this area. For any hop distance d
ensuring network connectivity: dg > d,;, (i.€. itisin the PC-dominated interval), so one
always see "the power control dominates’ in this case. Furthermore, d,,,;,, isrelatively high
in sparse networks and not known in advance. Consequently, the design in this area should
be as follows: power control is essential and it must be very accurate. PM plays a very
small role here since the PC-controlled power consumption dominates.

The curve stabilizes in the third area where a network is very dense. This will be ex-
plained in the next paragraph. For now it needs to be pointed out that the PM-dominated
interval is very narrow in this case. However a node can still operate with a dy; in this
interval since the network density is so high that the node needs not worry about the con-
nectivity. In fact, it is not a good ideato use ad ; much higher than d .yt inf, SINCethe dy
will be in the PC-dominated interval where the return from increasing d;; is not justified.
Based on these observations, one should design the PC in this area such that it sets a fixed

power level for every node. This power level corresponds to d op.ins. HOwever, the duty
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cycle of the cycled receiver must be accurately tuned to control the number of active neigh-
bors. The duty cycle will be very low since a node has many neighbors and can afford to
allow each of them to sleep longer.

The most interesting networks are the ones with intermediate densities. Fig. 6.4 shows
duop fOr these networks are higher than d . in s @nd the amount of increase reduces as
a network becomes more and more dense. This is because when dy increases, more can-
didates will be available in the neighborhood, enabling one to reduce the duty cycle of
each candidate further. As a result, the PM-controlled power consumption in (6.1) will
be reduced, contributing to the reduction of the overall power consumption. But as den-
sity increases, the PM-controlled power consumption for each candidate is aready very
low at dope.ins, l€2DING to smaller headroom for one to increase dy while still reducing
the overall power consumption. In this area, both the PM-dominated interval and the PC-
dominated interval exist. One has seen so far that in sparse or very dense networks, the
PC sets dy; based on either connectivity or dgpeins. IN both cases, The PC sets dy in-
dependent of the PM. The PM simply works with a neighborhood already determined by
dy and adjusts the duty cycle to meet the minimum Ny requirement. However in the area
of intermediate density, the collaboration of the PC and the PM is necessary to optimize
the overall power consumption: the PC increases d;; on purpose for the PM to leverage on
the increased number of candidates. This framework is very well suited to addressing the
interactions between the two: the optimization after integration technigue has been very

useful in determining both the right power level and duty cycle to usein thisarea.
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Table 6.1: Three design zones based on network density

Zones Characteristics Design
Sparse diopt = Amin Accurate power control
Intermediate Between the two The power level needs to be set
together with the duty cycle
Very dense | dp,p iswithin 10% of The power level issetin
A Hopt inf disregard to the duty cycle.PM
isused to reduce Ny afterward

In conclusion, thismodeling framework suggests adesign must be different for different
network density. Table 6.1 summaries the designs for these three zones. One can see from
Fig. 6.4 that at the application data rate of 1.5 packets per second, the intermediate zone
includes networks whose densities are between 0.1 nodes/m? and 10 nodes/m?. Most of
sensor networks fal into this zone where the co-design of the power control and power

management can achieve lower energy consumption.

6.3 Impact tothe Network Layer Design

In the following example, the established framework is used to make the tradeoff be-

tween the EC, PC, MAC components and the network layer.

6.3.1 Introduction and motivation

The vast majority of the reported sensor network research is devoted to rather complex
multi-hop structures. On the other hand multiple real applications (e.g. WiFi) have arather
simple, frequently single hop topology. In addition it is very easy to enumerate multiple

advantages from using single hop structures:



6.3. IMPACT TO THE NETWORK LAYER DESIGN 98

e Lower power consumption as will be shown in this section

e Simpler protocol stack: no network layer and no need for complex routing

e Easier globa synchronization

e Less packet loss due to no collisions (since time division multiple access (TDMA)

can be used) and fewer hops

e Lower latency from having only one hop and no backoff

e Better support to a centralized application (e.g. the indoor environment control ap-

plication)

e Possibility of using many centralized algorithms (e.g. the controller-aided location-

ing)

On the other hand the common wisdom in wireless sensor networks says. energy econ-
omy is best achieved by the usage of low power radios with very short range (up to a few
meters), thus coverage of distances exceeding this very limited range calls for multi-hop
configurations as the only option!

In this thesis it is claimed that under realistic assumptions as to architecture of the
modern sensor networks radios and their computation facilities, the usage of highly efficient
coding (close to the Shannon limit) is feasible and can alow for significant extension of

the range of efficient communication. As a result a new approach to design WSNs is
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proposed: single hop asymmetric structure (SHAS) and the borders of their applicability
will be explored.

The rest of this section is organized as follows. First the generic sensor node radio
architecture is described, the magjor blocks given and their energy consumption discussed.
Next selected coding approaches will be discussed, especially the asymmetric codes having
low encoding complexity and high decoding complexity. After this, the SHAS is presented
and compared to the traditional approaches where no forward error control (FEC) is used

and multi-hop structures must be adopted.

6.3.2 Description of the generic sensor node radio architecture

Fig. 2.6 shows the components consuming most of the power in the transmit chain: the
power amplifier (PA), oscillator and encoder. A PA amplifiesthe input signal to the desired
radiated power level. Its power consumption is therefore closely related to the radiated
power level. The efficiency of a PA isnot a constant. In fact, it reduces significantly as the
radiated power level gets lower. Typically, the rated efficiency of a PA isits efficiency at
the peak power level. But the rated efficiency of aPA with alower peak power level isonly
dightly lower than that of another PA with a higher peak power level, assuming each PA is
optimized for its own peak power level. For the sake of simplicity, the rated PA efficiency
is assumed to be the same for different peak power levels.

To compute the power consumption of the PA from the f,—g required for atarget BER, a

transmitter model, a channel model and a receiver model are needed. For instance, (2.1) is
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the model for the particular transmitter described in Chapter 2 and (2.7) is the large-scale
path loss channel model. (2.8)-(2.10) are the models for the receiver in Chapter 2. They

are used to compute the receiver sensitivity needed for agiven ]’i—g:

E, R
/2L - —— k-T-BW-NF 6.2
S N, BBW W (62)

where R isthe information datarate. So (2.1), (2.7) and (6.2) together can compute the PA
power consumption from ]’i—’;

An oscillator generates the transmitted carrier frequency as well as the local oscillator
signal. Its power consumption is independent of the distance or the coding used.

An encoder encodesinformation so asto deliver it reliably while using alower radiated
power level. The complexity of an encoder, represented by the gate count of its circuitry,
determines its power consumption. For the same clock frequency and supply voltage, the
higher the gate count of an encoder, the more power will it consume. The power consump-
tion of an encoder has two components: dynamic power and leakage power. The dynamic
power is consumed when a gate switches, charging a previously discharged load. It can
be roughly estimated by C' - V2 - f.;., where C' is the capacitance of the load, whose value
is proportional to the gate count, V' is the supply voltage and f.; is the clock frequency,
which can be made equal to or even smaller than the incoming data rate R. More accu-
rate estimate can be obtained through Register Transfer Language (RTL) simulation if a
circuit is available. Among many things, the probability of actual gate switching is more
accurately assessed in a RTL simulation than in a hand cal culation.

The leakage power is consumed even when a gate does not switch. Thisisbecausethere
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is always aleakage current flowing through the gate. At low data rates, the leakage power
consumption dominates the total power consumption of an encoder. Therefore it is crucial
to keep the leakage power consumption in check. The use of low-leakage (high V) device
can help reduce the leakage power consumption. Another way to reduce the leakage power
consumptionisto turn off the circuit completely between incoming data bitsand only store
some important state information. The way to estimate the leakage power consumption
is to go to the technology file of the fabrication process used (e.g. 0.13 um) to find the
leakage power consumption for a gate, from which and the gate count the total leakage
power consumption can be obtained. Once again, RTL simulation can provide a much
more accurate estimate of the leakage power consumption than this hand calculation.

Fig. 6.5 shows how the total transmit power consumption changes with the distance
between a sender and its receiver. Here a reconfigurable convolutional encoder (made by
STMicroelectronics Inc.) with constraint length K = 7 and rate 1/2 is used. Soft-decision
Viterbi decoding is used at the receiver side. The encoder has 456 gates. RTL simulation
indicates that the dynamic power consumption of this encoder is only 2,W at the clock
frequency of 100k H z, while its leakage power consumption is 67,W. Thus the power
consumption of thisencoder is69.:.1/. A non-reconfigurable version of thisencoder can be
implemented using only 100 gates, bringing down the power consumption to only 15,W.
What is more, leakage control techniques mentioned above can be used to further reduce
the leakage power consumption. The RF frontend described in Chapter 2 isused to produce

this figure and other figures in this section. The noise bandwidth is 300 kHz, the data filter
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bandwidth is 150 kHz and the system noise figure is 20 dB. These parameters correspond to
areceiver sensitivity of -93 dBm at 100 kbpswhen no FEC isused. Thereceiver sensitivity
increases when FEC is used, since the required ﬁ—g for atarget BER reduces. For example,
the receiver sensitivity becomes -98.5 dBm at 100 kbps for the convolutional code just
mentioned. Fig. 6.6 shows the breakdown of power consumption among the PA, oscillator
and encoder. The oscillator [31] itself consumes 300 1 W, while the other components (e.g.
buffer) in the transmit chain consume atotal of 200 pW. For the sake of ssimplicity, Pr .

is used denote the sum (i.e. 500 pW).

6.3.3 Selected coding approaches

The information theory specifies the fundamenta limit on what coding can do: to
achieve reliable communication, with as small an error probability as desired, the mini-
mum ﬁ—g required isin2. Thisis known as the Shannon bound, which is the benchmark for
accessing code performance. Advanced coding nowadays can get very close to this bound.
For example, Turbo codes can get within 1dB of the Shannon bound, while Low-Density
Parity-Check (LDPC) codes can get within 0.1dB of the bound.

Even though the decoders for these advanced codes are normally very complicated,
their encoders are much simpler. Generally speaking, an asymmetric code is a code whose
encoder is much simpler than the corresponding decoder. Many codes are asymmetric
codes. Convolutiona codes for instance are asymmetric codes. The same are true for

Turbo codes and LDPC codes. For example, the gate count of a LDPC decoder istypically
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Figure 6.5: Total transmit power as function of range

five times of that of a corresponding encoder.

If only the power consumption in the transmit chain is concerned, the choice of coding
depends on the tradeoff between the power consumption of the PA and encoder. As acode
gets closer to the Shannon bound, lower radiated power level is needed to achieve the same
BER at the receiver. Therefore the power consumption of the PA can be reduced (assuming
of course a different PA is used, which is optimized for the new peak power level). On

the other hand, the corresponding encoder becomes more complicated, requiring a higher
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number of gates. As a result, the power consumption of the encoder goes up. Hence, an
optimal point exists between the Shannon bound and where no FEC isused at al.

Whileit is easy to compute the power consumption of a PA using (2.1), (2.7) and (6.2),
it is quite difficult to obtain the number for an encoder since very little data has been pub-
lished on the gate counts of various encoders. Fig. 6.7 shows how the power consumption
of a PA changes as a function of the distance to the Shannon bound. Here the radiated

power level is set to assure a BER of 10~3. When the distance to the Shannon bound be-
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Figure 6.7: Coding power as function of the distance to the Shannon bound

comes larger, higher radiated power level is required to maintain this BER. Consequently,
the power consumption of the PA increases as the distance to the Shannon bound increases.
Also shownin Fig. 6.7 are the power consumptions of three encoders whose data are avail-
able. These encoders include a LDPC encoder by Flarion Technologies, the convolutional
encoder mentioned earlier and a cyclic redundancy check (CRC) encoder. The LDPC en-
coder has 128 parallel paths and requires 64k gates. It can be seen from Fig. 6.7 that the

convolutional code outperforms the uncoded case. Hence the optimal point must be within
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4.6 dB of the Shannon bound. But exactly where the optimal point lies strongly depends
on the implementation. As new architectures emerge, enabling the use of fewer gates to
implement the same encoder, and as leakage reduction techniques are used, the optimal

point will be very likely to move toward the Shannon bound.

6.3.4 Definition of the single hop asymmetric structure

A SHAS consists of a BASE and a set of sensors/actuators called hereafter satellites.
The BASE has a good power supply and is thus NOT energy limited. The satellites are -
as usually assumed within sensor networks - strongly energy limited. It is assumed that
satellites communicate in one hop with the BASE. Below the uplink and the downlink (as
seen from the BASE) are discussed separately.

In the downlink, no FEC is used and only CRC is used to trigger retransmissions. This
is done on purpose, so that only a simple decoder is needed in a satellite. To cover along
distance, the BASE must use a high radiated power level. The power consumption of the
BASE in the transmit mode is plotted in Fig. 6.8 as function of the distance it covers.
The BASE can use a even higher power level, such that the receiver in a satellite is almost
passive (low receiver sengitivity), greatly reducing the power consumption of a satellitein
the receive mode.

In the uplink, advanced coding is used to extend the range of a satellite so that it can
reach the BASE with a single hop (at a reasonable energy cost). The code used has to

be asymmetric, that is the power consumption of the encoder must be much lower than
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Figure 6.8: Power consumption in the BASE

that of the decoder. The optimal code (if found) discussed in the previous subsection is
suggested to be used here. At the same time, the receiver sensitivity of the BASE may aso
be increased in order to extend the range of a satellite. One way to increase the receiver
sensitivity isto increase the RF amplifier gain. Although the power consumption of the RF
amplifier (in the receive chain) is higher, since the BASE has a good power supply, thisis
not an issue. Another way to increase the receiver sensitivity isto reduce the thermal noise

by lowering the temperature in the BASE. Since the thermal noise is proportional to the



6.3. IMPACT TO THE NETWORK LAYER DESIGN 108

temperature, the use of cooling techniques (already used in many personal computers) in
the BASE isjustified.

With SHAS, the BASE takes the penalty of the higher energy cost, enabling the
satellitesto run at very low power levels. The complicated decoder required to receive
the uplink signal residesin the BASE, so its power consumption isnot aconcern. Similarly,
the BASE can afford to transmit at a high power level sinceit hasaunlimited power supply.
In addition, one can take this game further by adjusting the receiver sensitivity of both sides
accordingly.

The SHAS aso opens the door for MAC designs which are not feasible in multi-hop
structures. It can use either TDMA or polling: the BASE polls particular satellitesfor data.
Both designs eliminate the collisions as well as interferences within the network.

The satellites only need to use moderate radiated power levels thanks to the advanced
coding they use. Since an asymmetric code is used, the power consumption of the encoder
ismuch lower than that of a corresponding decoder. Therefore the power consumption of a
satellite can still be reasonably low. With TDMA, each satellite will wait for its scheduled
slotsto transmit its data to the BASE and can sleep at other times. The use of TDMA aso
reduces the number of retransmissions needed by the satellites (due to no collisions). In
addition, functional equivalent zones can be defined such that only one satellite in a zone
needs to transmit and all others can sleep to reserve energy. Therefore, even if the transmit
energy cost of a satellite was high due to the long distance between the BASE and itsdlf, it

did not need to transmit very often - enabling it to have a very long battery life.
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6.3.5 Comparison to the multi-hop structures

If the distance between the BASE and a satellite is long, the transmit power needed
can still be many times higher than the case when the distance is shorter (e.g. one hop
of the multi-hop case). However, in a multi-hop approach, not only does a packet need
to be forwarded multiple times, but more power is also consumed on receiving the packet
at every hop. For instance, if there are NV hops between the BASE and a satellite, N
transmissionsand N — 1 receptions (excluding that of the BASE since it has a unlimited
power supply) will be needed. In reality, a different MAC needs to be used for the multi-
hop case since global synchronization is not feasible. For example, carrier sense multiple
access (CSMA) can be used. If so, there will be collisions. Asaresult, more energy will be
spent on retransmissions in the multi-hop case. In addition, in a multi-hop structure, there
will be the overhead of RTS/CTS (to deal with the hidden terminals) or the handshakes in
the power management component to synchronize a sender and its receiver. Furthermore,
the time a node spends in the monitor mode in the multi-hop case is going to be much
longer than that of the single hop case since a node in the multi-hop case needs to be on
even when no packet is sent. Lastly, for the same end-to-end packet loss rate, the required
packet loss rate per link in the single hop case can be many times higher than that in the
multi-hop case. Consequently, the SHAS can either have fewer retransmissions or transmit
at alower radiated power level, both resulting in energy savings.

On the other hand, multi-hop structures have their own advantages. First, spatial diver-

sity can be exploited. When the channel is bad between the BASE and a satellite (uplink),
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the satellite can send its data to another satellite first, the channel to whom is good at the
time. Especidly in the case of slow fading, time diversity provided by a FEC code is
not enough. Secondly, aggregation can be done in multi-hop structures to reduce the total
traffic.

In the following, the SHAS is compared to the multi-hop case where no FEC is used.
For the sake of simplicity, the required BER is assumed to be the same in both cases.
Additionally, it is assumed that there are no collisions and only data packets are sent. It is
also assumed no time is spent in overhearing or monitoring in the multi-hop case. It should
be noted here that in reality the power consumption of the multi-hop case is higher than
what is computed here. The receiver sensitivity of the BASE is assumed to be the same as
that of the satellitesinthe SHAS. So the power consumption of the SHAS can be made even
lower if the BASE has higher receiver sensitivity. A more comprehensive analysisusing the
established modeling framework will be done in the future to incorporate all these factors.

A convolutional code (soft decision, K=7, 1/2 rate) is used in this numerical result. It
can be seen from Fig. 6.9 that the SHA'S outperforms the multi-hop case at distances up to
175 meters. For many applications, this range is good enough. The reason that the SHAS
has lower total power consumption at short ranges is that the use of advance coding has
reduced the power consumption’s sensitivity to the range (but still exponential). Another
reason is the overhead of the multi-hop case (i.e. N — 1 receptions) is not small compared
to the transmit power needed for short ranges. But as the range goes beyond 175 meters,

the exponential growth of power consumption in the SHAS surpasses the linear growth in
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the multi-hop case. Hence, the SHAS should not be used if the distance istoo long. As
noise level increases, thisthreshold will reduce. On the other hand, the use of a better code

makes this threshold higher.

6.3.6 Summary

Results from the modeling framework indicate that when a better code is used in the

EC component, the required radiated power level for a given BER (at a receiver) reduces.
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Figure 6.9: Comparison to the multi-hop approach
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The implication is a satellite can extend its range so a packet of its can reach the BASE
in fewer hops, which results in alower packet loss rate, alower delay and reduced power
consumption on forwarding and receiving. On the other hand, the power consumption of
the corresponding encoder increases. When a satellite can reach the BASE with a single
hop, anetwork layer becomes unnecessary and asimpler protocol stack can be used. Based
on these results, a single hop asymmetric approach has been proposed for wireless sensor
networks. Its power consumption compares favorably to the traditional approach using
multi-hop structures. As technology progresses, power consumption of an encoder can
be made very low, even though its code performance is very close to the Shannon limit.
The noise in the RF frontend can aso be reduced. When these come true, the additional
benefits of asingle hop structure will make it the preferred choice for many wirel ess sensor

networks.

Several examples have been given to demonstrate theimpact of the established framework
on the design of the PHY, DLL aswell asthe network layer. The key message from these
examplesis that this integrated modeling framework can help produce many new design

ideas and make a big impact to the design of wireless sensor networks.

6.4 Future Research

Before concluding thisthesis, afew things will be said on the future perspectives of this

research.



6.4. FUTURE RESEARCH 113

6.4.1 Power-efficient designs

A integrated modeling framework has been established in this dissertation. It gives
designers alot of insight into the design of WSN. Why not take advantage of thisinsight?
It has been shown in the previous section a number of new designs have been generated
from thisresearch. Looking forward, one can expect that alot more power-efficient designs

will be produced from this framework.

6.4.2 Fundamental boundson power consumption

A fundamental questionin WSN isthat for a given QoS, how low the power consump-
tion can be made. Isthere afundamental bound, just as the Shannon bound for error control
codes?

Can this bound be achieved by using a code near the Shannon limit? How much of the
existing information theory results can be used to obtain this bound?

This dissertation has built a strong mathematic foundation on top of which fundamental
problems like the one above can be raised and answered. The analytical modeling frame-
work established here has paved the way for others to purse this fundamental problem in

the years to come.

6.4.3 Thenetwork lifetime

For a wireless network, the battery life is obviously very important. However it is not

the ultimate measure of network performance. A node in the network can be out of service
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because its battery is used up, but the network operation may still go on. This has to do
with the notion of functionally equivalent zones mentioned in several places of thisthesis.
From the application point of view, some nodes may be equivalent in terms of functionality.
Consequently, even if one node dies, other functional equivalent nodes can still replace it.
So what matters to a wireless network is the network lifetime, not the battery life of a
particular node.

On the other front, the availability of energy scavenging techniques enables a node to
regain energy from its local environment. As aresult, a node will never run out of energy.
Does it mean the network lifetime is infinite? The answer is no. Even though a node
can always get energy from its environment, the rate at which the energy is generated is
finite. As aresult, if a node consumes its power faster than the rate at which its energy
can be regenerated, it has to be out of service temporarily, which may impact the network
operation.

In general, one can not talk about the network lifetime without specifying the corre-
sponding QoS. For the same network, a user can choose to tolerate a higher latency or

packet loss rate in exchange for longer network life.

The network lifetimeis defined as the time a network can operate above a specified level

of QoS.

For example, aWSN can last for five yearsif the required packet lossrate isbelow 1%,
but it can last fifteen years if the required packet |oss rate becomes 10%.

The network lifetime depends on the application data rate, initial energy supply, the
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rate at which the energy can be regenerated. It also depends on the network density, QoS
requirement, and area of function equivalence. In addition, it depends on the energy con-
sumption of every node.

A high level analytical model may be built, using which the network lifetime can be
uniguely determined from the above parameters. But for the time being, the network life-
time can only be measured in network simulations or experiments. It is not clear for the
moment what is the close form relationship between the network lifetime and these param-

eters. Finding thisrelationship is a very exciting research topic for the future.
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CHAPTER 7

CONCLUSION

Wireless sensor network has been and will still be an active area of research. However,
power consumptioniscrucial to such atype of network. Anintegrated modeling framework
is presented in this dissertation, revealing the overall power consumption’s dependency on
the design parameters of the wireless sensor networks, especially those of the data-link
layer. Using the insight obtained, designers have developed several very power-efficient
designs. In thefuture, more such designs can be produced. Theframework can also become
a place to raise and address fundamental questions. Lastly, efforts need to be made to

optimize the network lifetime of awireless sensor network.
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